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Abstract—This paper presents a unified framework for the for-
mulation of synchronization algorithms dealing with the general
class of Filter-Bank Multi-Carrier (FBMC) communication sig-
nals. This is a wide family of signaling formats that includes Or-
thogonal Frequency Division Multiplexing (OFDM), for instance,
as just one of many particular cases. One of the main contribu-
tions of this work is the proposal of a novel matrix signal model for
so-called flexible FBMC signals, in which no restrictions are im-
posed on the signal design parameters (i.e., pulse shaping, symbol
rate, carrier spacing, sampling frequency, etc.), unlike the type
of multicarrier signals currently deployed. As an example of ap-
plication of the proposed matrix signal model, blind joint time-
delay and frequency estimatorswill be derived under both theCon-
ditional Maximum Likelihood (CML) and the low-SNR Uncon-
ditional Maximum Likelihood (UML) principles, for any FBMC
signal propagating through an arbitrary multipath channel. These
estimators will be specialized first for the case of critically sampled
cyclic-prefix OFDM (CP-OFDM) signals in frequency flat fading,
leading to simple architectures amenable to a hardware implemen-
tation. Later on, and for the low-SNR UML principle, the special
case of critically sampled CP-OFDM in multipath channels will be
addressed, where a novel synchronizer will be proposed.

Index Terms—Carrier frequency estimation, conditional
maximum likelihood (CML), filterbank multicarrier (FBMC),
multicarrier signals, multipath, orthogonal frequency division
multiplexing (OFDM), time-delay estimation, unconditional max-
imum likelihood (UML).

I. INTRODUCTION

M ULTICARRIER (MC) signals are currently the pre-
ferred modulation scheme in a myriad of different

communication systems such as wide-area networks (LTE,
WiMAX), local-area networks (IEEE 802.11g), broadcasting
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(DVB-T/H, DRM, DAB, DMB) and short-range communica-
tion (UWB) [1]. The reasons for such a wide consensus are the
indisputable advantages of MC signals when compared to other
modulation schemes. For instance, MC signals make it possible
to convert a time dispersive channel into a multiplicative one,
thus significantly reducing the equalization complexity at the
receiver side. High spectral efficiency can also be achieved
by dividing the available transmission bandwidth into several
(even thousands) of narrowband subchannels, where power
can be allocated in a dynamic way. This leads to the so-called
water-filling schemes, successfully adopted in wired xDSL
systems for maximizing the channel capacity of last mile com-
munication links [2]. Moreover, such an efficient subdivision of
the spectrum can also be used for implementing media access
control (MAC) based on agile frequency division [3], as cur-
rently being considered in the LTE downlink or in opportunistic
wireless networks.
Nevertheless, these advantages are as numerous and diverse

as the different possible versions and implementations of MC
signals. Orthogonal Frequency Division Multiplexing (OFDM)
is certainly the most popular one, but Offset Quadrature
Amplitude Modulated OFDM (OQAM/OFDM), Discrete Mul-
titone (DMT), Filtered Multitone Modulation (FMT), Discrete
Wavelet Multi-Tone (DWMT) or Filter-Bank Multi-Carrier
(FBMC) can also be found in many practical applications. The
latter, indeed, has often been reported as a better solution than
traditional OFDM in multiple access [4] and cognitive radio
applications [5]. The problem, however, is that each particular
variation of MC signal has received an individual treatment
in the literature. This involves using a very specific signal
model and design assumptions, thus making it very difficult to
extrapolate the results to other types of MC signals.
In this context, the purpose of this paper is to introduce a

unifying framework to represent, analyze and assess the perfor-
mance of the general class of MC signals. To do so, we focus on
so-called flexible FBMC signals, from which any of the above
mentioned MC variations can be obtained by varying the pulse
shape filter, the subcarrier spacing, the MC symbol duration
or the subcarrier period [6]. This is in contrast with traditional
OFDM signaling, for instance, where a rectangular pulse shape
is adopted and the subcarrier separation is forced to be equal to
the inverse of the effective MC symbol period. Another advan-
tage of our proposed flexible FBMC signal model is its novel
matrix notation, as opposed to the scalar signal model typically
adopted in the MC literature. Matrix notation provides an in-
sightful interpretation of the operations to be carried out at the
receiver, and interestingly, it also allows us to exploit many of
the existing results in the field of array signal processing, where
matrix algebra has been widely and successfully adopted.
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As an example of the applicability of the proposed matrix
signal model, the present contribution concentrates on the
optimal blind synchronization problem, in which the MC
symbol time-delay and the carrier frequency offset are esti-
mated without the benefit of pilot symbols. The problem of
blind synchronization has received significant attention in re-
cent years as an alternative to pilot-based synchronization [7],
which suffers from a significant penalty in terms of effective
throughput. Among the several contributions in this field, [8]
was one of the first to address this problem in an optimal
manner by using the Maximum Likelihood (ML) principle.
The solution proposed in [8] and later on in [9] was derived
for critically sampled1 OFDM signals assumed to be Gaussian
distributed, which only applies when the number of subcarriers
is asymptotically large [10]. A cyclic prefix (CP) was also as-
sumed to be appended at the beginning of each OFDM symbol,
but since the channel was initially assumed to be frequency flat
in [8], [9], the actual role of the cyclic prefix (consciously or
not) was to serve for synchronization purposes rather than for
avoiding intersymbol interference caused by dispersive chan-
nels. Indeed, the resulting synchronizer was found to rely on
the correlation between the received signal and a time-shifted
version of itself, where the CP samples of one replica matched
the original samples of the other. The need for a CP in critically
sampled OFDM was already highlighted in [11], where it was
shown that blind synchronization is not possible unless some
kind of redundancy is incorporated. Such a redundancy allows
critically sampled OFDM signals to exhibit second-order cy-
clostationarity, thus enabling blind synchronization [12]. This
observation has led many contributions to bypass the optimal
formulation of OFDM blind synchronization problems, and to
focus instead on exploiting the second-order statistics of the
received signal in a straigthforward manner. This is the case in
[11] and also in [13]–[15].
The present contribution departs from previous approaches in

the literature by making use of our unified matrix signal model,
and thus it addresses the general problem of Maximum Like-
lihood (ML) synchronization for flexible FBMC signals. Both
the Conditional Maximum Likelihood (CML) and the low-SNR
Unconditional Maximum Likelihood (UML) estimators will de-
rived for any FBMC signal propagating through an arbitrary
multipath channel. These results will serve as a starting point for
specialized studies involving particular choices of the FBMC
parameters and propagation model. As an example of one such
special case, we will concentrate first on single-path (i.e., fre-
quency flat) channels and critically sampled CP-OFDM signals.
While flat fading is a strongly limiting assumption, it is inter-
esting to be studied because the general FBMC framework leads
to a simple and direct architecture that is amenable to a hardware
implementation. Later on, and for the low-SNR UML principle,
we will extend the results to the special case of critically sam-
pled CP-OFDM signals propagating through multipath chan-
nels, where a novel closed-form synchronizer will be proposed.
The paper is structured as follows: the unified signal model

for flexible FBMC signals will be introduced in Section II, first
in its scalar form, and second in its matrix form. Based on this
general signal model, the ML synchronization problem is ad-
dressed in Section III, where both CML and low-SNR UML

1“Critically sampled” means the number of samples per OFDM symbol (after
cyclic prefix removal) coincides with the number of subcarriers.

are applied to the general class of flexible FBMC signals. The
special case of CP-OFDM is presented in the next sections, with
Section IV covering the CML approach for single-path channels
and Section V the low-SNRUML approach for both single-path
and multipath channels. Finally, simulation results are shown in
Section VI and conclusions are drawn in Section VII.

II. UNIFIED SIGNAL MODEL FOR FLEXIBLE FBMC SIGNALS

A. Scalar Signal Model for the AWGN Channel

For the sake of simplicity, let us first consider the case of an
ideal AdditiveWhite Gaussian Noise (AWGN) channel. Then, a
flexible FBMC signal formed by subcarriers with a frequency
separation of will be assumed, with the following
continuous-time baseband received signal model:

(1)

where are the complex-valued symbols transmitted at the
-th subcarrier and -th multicarrier (MC) symbol, is the
continuous-time shaping waveform, is the MC symbol pe-
riod with the MC signaling rate, and is con-
tinuous-time white Gaussian noise. Note that if a cyclic prefix
is added, the signal model in (1) is still valid by incorporating
some appropriate phase rotation to each of the transmitted
symbols . To simplify the notation, we can gather the sym-
bols and the additional phases into an equivalent symbol term

. Next, and because of the propagation
delay and mismatches between transmit and receive oscillators,
the received signal is usually affected by synchronization errors,
namely, the continuous-time symbol timing error , carrier-fre-
quency error and carrier phase error . At the receiver, the
continuous-time signal in (1) is passed through an anti-aliasing
filter and sampled at a rate of samples per second,
leading to the following discrete-time signal model:

(2)

where the fundamental subcarrier discrete-time period (ex-
pressed in samples) is and the number of samples
per MC symbol is . Note that this is
the most general possible signal model, since no restrictions
are imposed on either or , except that they are as-
sumed to be positive integers. The discrete-time shaping pulse

has a total length of samples and the white
Gaussian noise samples are statistically
uncorrelated with . Regarding the syn-
chronization parameters, the discrete-time symbol-timing error

is constrained within the interval
and the discrete-time carrier frequency error has been normal-
ized to the subcarrier spacing, so that and thus

.
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TABLE I
SPECIALIZATION OF THE UNIFIED SIGNAL MODEL IN (2) TO THE MOST POPULAR MC SIGNALS

B. Specialization to Different Multicarrier Signal Formats

The signal model in (2) is able to represent any specific MC
signaling format by just configuring a given set of parameters.
An example is shown in Table I for the most popular MC for-
mats typically found in practice. We are assuming in Table I that
a stream of complex source symbols is transmitted
using a total of subcarriers, and stands for the complex con-
jugate. Moreover, for each MC signal requiring pulse shaping,
a different pulse is adopted in order to reflect the freedom
in selecting the pulse depending on the different constraints that
may be imposed on each signaling format under consideration.

C. Matrix Signal Model for the AWGN Channel

In order to facilitate the mathematical treatment, the scalar
discrete-time signal model in (2) is henceforth represented in
matrix notation. This is a very convenient approach that allows
us to gain many insights in terms of signal subspaces. Matrix
data models have been used for decades in radar and array signal
processing, and are progressively being adopted for the formu-
lation of synchronization problems dealing with digital linear
modulation. We will follow the same approach herein by taking
into consideration a symmetric observation interval comprising

transmittedMC symbols, and a total of
received samples according to the following signal model,

(3)

where is the
vector of noise-corrupted received samples,

the
vector of noise samples, and are the shaping matrix
and the vector of transmitted symbols, respectively, whose
structure remains to be determined. Note that the shaping ma-
trix explicitly depends on the vector of unknown discrete-time
synchronization parameters . Moreover, the
linear matrix model in (3) is nothing but the statement that the
FBMC signal introduced in (2) involves a linear modulation
of the transmitted symbols. In one way or another, any given
linear modulation can always be expressed by the general linear
model in (3). The problem at hand is to determine the structure
of the shaping matrix for flexible FBMC signals. For the

well-known case of single-carrier digital modulations, is a
vector containing the (single-carrier) symbols to be

transmitted, and turns out to be a matrix whose
columns are simply time-shifted replicas of the pulse shape

affected by all synchronization errors [16].
For the case of FBMC signals, the structure of is not

so straightforward due to the presence of multiple data-modu-
lated subcarriers that typically exhibit a continuous phase be-
havior between consecutive MC symbols. For a finite observa-
tion interval of MC symbols, the FBMC received signal in
(2) can be written as the aggregation of amplitude-modulated
waveforms with a time-shift of samples between succes-
sive waveforms. Each waveform, in turn, is the result of the
sample-by-sample product between the pulse shape and
the aggregation of amplitude-modulated subcarriers. That is,

(4)

where ‘ ’ stands for the Schur-Hadamard (i.e., element-wise)
product and the vector is such that its -th entry is
given by . Al-
ternatively, we could also write by
separating the effect of the time-delay from the carrier related
errors. The latter are included within the vector ,
whose -th entry is given by .
The -th entry of the vector is given by

, which is nothing
but the -th output bin of the -point inverse discrete
Fourier transform (IDFT) of the sequence of frequency-do-
main symbols corresponding to the -th MC symbol, for

, and shifted by the time-delay . Due
to the cyclic structure of the IDFT,
where stands for modulo , thus highlighting the
presence of a -periodic signal superimposed on the traditional

cyclo-periodicity of the pulse amplitude modulation. Such
a co-existence of two different periodicities complicates the
transmit and receive architectures, and for this reason it is often
avoided in practice by forcing , as in most OFDM im-
plementations. However, more general (i.e., flexible) schemes
may not necessarily have to agree in their carrier and symbol
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periodicities, thus leading to more sophisticated architectures
such as the ones discussed in [6].
Coming back to the formulation in (4), standard matrix ma-

nipulations lead to the equivalent form

(5)

(6)

where is a matrix defined as
and is a

matrix resulting from the column stacking of as follows,
. Since is re-

lated to the cyclic extension of a -point IDFT, it can also be
written as with
and where is a matrix resulting from cyclically
extending the columns of a IDFT matrix truncated
to columns. Assuming without loss of generality, that is a
multiple of , that is , with a positive integer, then

can be expressed in an alternative more compact manner
as:

(7)

(8)

with a vector of ones, the Kronecker
product, and a zero-padding matrix

. According to these obser-
vations, the signal in (6) can be expressed as,

(9)

where is a
matrix whose -th column contains the sym-

bols on each of the subcarriers of the -th MC symbol:
.

Despite the effort in providing a compact matrix formulation
for the signal in (2), some matrix products still remain inside the
diagonal operator, which further complicates the understanding
and the practical computation of the received signal samples. It
is at this point where a more insightful result can be obtained by
applying the following lemma from [17]:
Lemma 1: The diagonal entries of any square matrix
can algebraically be obtained as

(10)

where is the identity matrix, and
, with ‘ ’ the Khatri-rao product and the

column-wise stacking or vec operator.
Applying the previous lemma to (9) with , and after

some manipulations, we get

(11)

Thus, we are finally in the position to claim that the linear signal
model introduced in (3) is applicable to flexible
FBMC communication signals with

(12)

(13)

A new vector is defined, encompassing all the time-
frequency symbols to be transmitted. In practice, it may be of
interest to explicitly indicate the existence of data or pilot sym-
bols. This can easily be done by further splitting as follows,

(14)

where the reduced-length vectors and
contain the and time-frequency pilot and data sym-

bols, respectively, with . The placement of the
time-frequency pilot and data symbols is defined by the selec-
tion matrices and , which contain
only ones and zeros. It can also be verified that

and .

D. Matrix Signal Model for Multipath Channels

The signal model presented so far is implicitly applicable to
frequency flat fading channels such as those normally experi-
enced in fixed satellite links, where in addition to the propa-
gation delay, just a relatively slow time-varying attenuation is
incurred. However, most wireless communication devices are
subject to much more challenging propagation conditions in-
volving channels with multipath or frequency-selective fading,
whose continuous-time impulse response can be expressed as

(15)

with a known upper bound on the number of discrete multi-
path components, the complex gain for the -th path, and
the time-delay introduced by the channel (i.e., the time-delay of
the first path). This model is typically preferred over the tapped-
delay line model because it explicitly depends on a single time-
delay, , which is indeed the parameter of interest for synchro-
nization or ranging purposes [18, Section III-B], [19]. In the dis-
crete-time domain, the channel in (15) results in

(16)

where is restricted in practice to sam-
ples at most, with . Note also that since
the multipath channel gains are complex, the constant carrier
phase error previously defined for single-path channels now
becomes superfluous, and thus will be ignored.
With these considerations in mind, the matrix signal model

in Section II-C is extended to include the effect of multipath
channels as follows:

(17)

where is now a vector in order to encompass the
-sample increase due to the propagation through the channel,

with . The channel matrix is
defined as

(18)
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and is the superposition of Toeplitz matrices
whose columns are one-sample shifted replicas of a time-de-
layed sinc function according to (16). The incorporation of the
time-delay as part of the channel leads the shaping matrix to
depend on the multiplicative carrier frequency error only. This
will be explicitly indicated by the notation . In view of this
formulation, the FBMC received signal model for the general
multipath fading case is defined by

(19)

(20)

(21)

(22)

The overall vector of unknown parameters thus becomes
, which includes the complex path gains,

the global time-delay and the frequency error. This signal model
can also be used for the single-path channel in Section II-C
by fixing , and obtaining the constant phase error as

. The advantage of using the above channel-depen-
dent formulation even for the single-path case is that it easily ac-
commodates fractional time delays without the need to change
the pulse shape waveform. This is because the time-delay is
now part of the channel and not part of the pulse shape itself.
This is particularly convenient when rectangular pulse shapes
are adopted, as in OFDM. Thanks to this flexibility, the matrix
signal model in (19)–(22) will be henceforth adopted throughout
the paper. The distinction between single-path and multipath
scenarios will be explicitly noted as required.

III. MAXIMUM LIKELIHOOD SYNCHRONIZATION OF
FBMC SIGNALS

The present section aims at shedding some light on the ad-
vantages that the proposed matrix signal model can bring to the
field of FBMC synchronization. Since optimal synchronizers
are desired, the ML principle will be adopted, which guarantees
asymptotically unbiased and consistent estimates for the param-
eters of interest. Unfortunately, the presence of data symbols
within the transmitted signal hinders the estimation of these pa-
rameters, acting as a kind of multiplicative noise. In that sense,
data symbols are considered to be nuisance parameters for the
estimation problem at hand.
ML estimation in the presence of nuisance parameters has

typically been addressed in the literature through two different
approaches. The first is the so-called stochastic- or uncondi-
tional-ML (UML). It assumes the nuisance parameters to be
random variables with some a-priori known distribution, and
then it takes the marginal of the likelihood function with re-
spect to this prior distribution. The alternative approach is the
so-called deterministic- or conditional-ML (CML), which as-
sumes the nuisance parameters to be deterministic unknowns.
In CML, the unknown nuisance parameters are estimated from
the received samples, and the estimates are substituted back into
the likelihood function. To the best of the authors’ knowledge,
there are no contributions on the application of either the UML
or the CML principle to the synchronization of generic FBMC
signals. The only similarity can be found in [20], where the
CML principle is explicitly applied to the joint blind estimation
of time-delay and carrier frequency offset for the very particular

case of critically sampled OFDM signals. However, the contri-
bution in [20] disregards the structure of the OFDM signal and
it assumes instead that it is formed by a collection of unknown
and unstructured Gaussian samples, which are all considered to
be nuisance parameters. It is therefore closer to a straightfor-
ward extension of the traditional Gaussian approach by Van de
Beek in [9], rather than to a truly CML approach, where the only
nuisance parameters should be the unknown data symbols and
not the whole set of received signal samples.
In this context, the motivation of this section is twofold: First,

to introduce both the CML and UML criteria for the synchro-
nization of FBMC signals, and second, to exploit the FBMC
signal structure by using the matrix signal model proposed in
(19)–(22). To do so, data-only transmissions will be assumed
thus leading to nondata-aided (NDA) synchronization schemes.
Such approach is of interest when the throughput needs to be
maximized, or when very low SNR compromises the perfor-
mance of decision-directed (DD) approaches [16]. Finally, note
that all results presented below are also applicable to the tradi-
tional case of single-carrier communication signals by setting

.

A. CML Approach

The CML principle is based on assuming the nuisance pa-
rameters to be deterministic unknowns. Thus, they can be esti-
mated from the received samples and then the likelihood func-
tion can be compressed with respect to the nuisance parameters.
This leads to the following estimation criterion:

(23)

where is the likelihood function of the received
samples parametrized by the unknowns and the vector
of nuisance parameters, which for the case of NDA syn-
chronization corresponds to the transmitted data symbols
. Because of the Gaussian noise contribution, the likeli-
hood function follows a multivariate Gaussian distribution,

where is an
irrelevant constant. Thus, the ML estimate of the unknown data
symbols is given by

(24)

It could be argued that the estimate in (24) disregards the
discrete nature of the original data symbols, and thus some
degradation is incurred. However, the missing gain is often very
small, particularly at low- or medium-SNR ranges, and this
justifies the common adoption of (24) when compressing the
CML cost function in practice. The substitution of (24) into the
likelihood function results in the cost function shown below,
where the logarithm has been taken and irrelevant constants
have been omitted for clarity,

(25)

(26)

with and
represents the projection ma-

trix onto the subspace orthogonal to that spanned by the columns
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of . Accordingly, the solution to the CML synchronization
of FBMC signals involves a multi-dimensional search

(27)

which, unfortunately, requires a significant computational
burden. This is in part due to the fact that the cost function in
(26) is the most general cost function possible, valid for any
kind of FBMC signal in the presence of any channel (either
frequency flat or frequency selective). Practical and simpler
cost functions should be obtained through the exploitation of
the structure of the matrix , as will be exemplified for the
case of critically sampled CP-OFDM in Section IV.

B. Low-SNR UML Approach

The UML principle is derived by assuming the nuisance pa-
rameters to be random variables with some known distribution.
In order to remove their presence in the likelihood function,
the marginal expectation is taken with respect to the nuisance
parameters:

(28)

Unfortunately, the expectation of the likelihood function often
poses unsurmountable obstacles to the derivation of a closed-
form expression. For this reason, the low-SNR assumption is
often adopted in the literature, enabling one to expand the like-
lihood function into a Taylor series [21, Section 7.5.1] and sim-
plify the expectation with respect to the nuisance parameters.
Considering the expansion up to the quadratic term, and re-
taining only the parameter-dependent terms, we have

(29)

where . If the
transmitted symbols are assumed to be zero mean, circularly
symmetric with , then the expectation over on
both the linear and quadratic terms in (29) results in,

(30)

(31)

where . As will be shown later in
Section V, the trace of is a constant term that does not
depend on the actual shape of the channel impulse response,
but only on its overall energy. Since we are adopting a purely
nondata-aided (i.e., blind) approach, there is an inherent scaling
ambiguity in the determination of the channel response, and
thus, this energy-related constant term in (31) can be ignored.
Taking this into account, the low-SNR UML cost function,

after applying the logarithm and taking into account that
for , results in

(32)

and the low-SNR UML estimates become,
.

IV. BLIND CML SYNCHRONIZATION OF CRITICALLY SAMPLED
CP-OFDM SIGNALS IN SINGLE-PATH CHANNELS

A. Preliminaries of CP-OFDM Signaling

The results in Section III provide a general framework for the
synchronization of any FBMC signal. In the present section, and
as a practical case of interest, these results will be specialized to
the blind synchronization of critically sampled CP-OFDM sig-
nals. As such, a rectangular pulse shape of samples is
adopted and . Moreover, the insertion of a cyclic prefix
of samples leads to . Note that the signal
model in Section II did not focus on the use of a cyclic prefix;
the presence of this prefix was just implicitly modeled through
some phase rotations on the transmitted symbols and through an
appropriate choice of . For reasons that will become
evident later, it is of use to make the CP explicit in the model
and incorporate it within the shaping matrix . To do so, the

IDFT matrix in (8) needs to be cyclically extended
so that its columns have a length of samples. This can be

done by making the substitution where the
cyclic-prefix matrix is defined as,

(33)

Since in OFDM, the subscript will be henceforth
substituted by for clarity. The implications on the generic
FBMC signal model in (19)–(22) are that, for critically sampled
CP-OFDM,

(34)

(35)

thus making it possible to simplify the shaping matrix to

(36)

B. CML Orthogonal Projection Matrix for CP-OFDM Signals

The CML cost function for the problem at hand has been
shown in (26) to be given by .
Thus, the first step is to calculate the orthogonal projec-
tion matrix , with

. Expanding first the inner
product in we have,

(37)
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which is found to depend on the structure of the transmitted
signal according to the shaping matrix only. This is true
since for single-path channels, with

, thanks to the autocorrelation properties of
the sinc function and provided that is large enough.With
in its more general form in (21), the inner product results
in an block matrix whose individual
submatrices are shown in Appendix A to be given by

(38)

with . For the particular case of
CP-OFDM signals, the adoption of rectangular and non-over-
lapping pulses leads the Hadamard product to
be zero except for . As a result, for CP-OFDM the inner
product becomes a block diagonal matrix as follows2:

(39)

(40)

where is a diagonal matrix
whose last samples are equal to 1. These last samples can
therefore be understood as a rectangular pulse shape of length

. Note also that the result in (40) no longer depends on the
carrier frequency error .
The inverse required in the projection matrix can

easily be calculated once and thus are
found to be block diagonal. In that case,

(41)

Applying the Woodbury inversion lemma and taking into ac-
count that , we get

(42)

This result can then be substituted back into projection matrix
, which after some straightforward manipulations is found

to result in,

(43)

(44)

(45)

(46)

The result in (46) depends on the carrier frequency error through
the Toeplitz matrix defined as,

(47)

2The same result is obtained if the inner-product is directly calculated
using the simplified shaping matrix in (36).

Fig. 1. Illustration of the kernel matrix in (50) and the periodic structure
of in (49) for critically sampled CP-OFDM signals. For the sake of clarity,

has been depicted for a single-path channel with . In the
presence of time-delay, the entries of move in a diagonal-wise manner by
an amount equal to . In the presence of a frequency error, each diagonal of

is multiplied by a constant complex number, thus still preserving the same
periodic structure.

The orthogonal projection matrix required in the CML cost
function can thus be obtained as . If
the observation interval is asymptotically large (i.e., )
the outer-product of the single-path channel matrix can be fairly
approximated as and thus the orthogonal pro-
jection matrix projection results in

(48)

(49)

where is a Toeplitz matrix that is henceforth
referred to as the kernel matrix for the CML synchronization
criterion, and is defined as follows,

(50)

The kernel matrix in (50) summarizes the cyclostationary struc-
ture contained within the transmitted signal. This periodic be-
havior is indeed what allows the receiver to estimate the syn-
chronization parameters in a nondata-aided manner. The par-
ticular structure of the kernel matrix and the induced
cyclostationarity on the orthogonal projection matrix
are illustrated in Fig. 1. In view of this structure, it is conve-
nient to express in a diagonal-wise manner. To do so,
let be the -th entry along the -th diagonal of

. Then, for a single-path channel,

(51)

where and
are -periodic signals (in the limit

of ) whose basic waveforms are given by,

(52)

(53)
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with and defined as a rectan-
gular pulse of samples when is an integer, or its corre-
sponding interpolated version when is a non-integer.

C. Blind CML Joint Time-Delay and Frequency Estimator

The result for the orthogonal projection matrix in
(49) is of paramount importance for understanding how the
signal design for CP-OFDM has a direct impact on the way
that blind synchronization can be implemented. The resulting
structure in can then be exploited to allow a simple
derivation of the CML cost function, which can be expanded
into scalar form as follows,

(54)

(55)

(56)

As can be seen, the blind CML cost function depends on the
time-delay and the carrier frequency error, and the latter can be
estimated once the time-delay estimate is available as follows,

(57)

It still remains how to implement this estimator in an efficient
manner and what the implications are of the operations required
to perform (57). It is important to note that the range of values
for this estimator is , which is times
smaller than the initial full range defined for in (2). Since

, this implies that . This con-
straint is common to most frequency estimators for MC signals,
and it requires the frequency error to lie within a fraction of the
carrier spacing for the carrier estimates to be unbiased.
Let us proceed with the derivation by compressing the esti-

mate for in (57) into the blind CML cost function in (56), thus
leading to a function depending on the time-delay only. Fol-
lowing this approach it is not difficult to see that

(58)

To exploit the periodic behavior of and , we de-
compose the time index as with

and . Then the blind CML cost function can
be rearranged as

(59)

Because of the finite time support of and , only
those terms with need to be kept. Furthermore, special
care must be taken with the periodic structure of and

, which translates into a circular structure in their basic
waveforms and when a time-delay is present.
Such a -circular structure will be denoted by
and , respectively. With these considerations, the
expression above simplifies to

(60)

(61)

where

(62)

with is the time-varying synchronous
autocorrelation of the received samples and
. Finally, the CML time-delay estimation can be expressed in
compact form as,

(63)

where

(64)

(65)

and represents the circular convolution of length .
Consequently, the CML carrier frequency estimation in (57)
simplifies to the following expression,

(66)
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Fig. 2. Architecture of the CML joint time-delay and frequency estimator for
critically sampled CP-OFDM signals.

A proposed implementation of the CML estimator derived
herein for the case of critically sampled CP-OFDM signals is
depicted in Fig. 2. The blocks indicated by “S/P” and “P/S” are
serial-to-parallel and parallel-to-serial converters that take ad-
vantage of the -samples cyclic structure of the CP-OFDM
signal. The block indicated by “I&D” is an integrate-and-dump
operation that accumulates vectors of samples and then pro-
vides the result at its output. Finally, the blocks with
and perform the circular convolution, as denoted by
(64)–(65).
It is interesting to note that the resulting CML cost func-

tion in (61) embraces the one proposed in [22] for the synchro-
nization of a voice-band modem that exploits the presence of
a cyclic sequence. Although originally proposed in an ad-hoc
manner, this same cost function was later obtained under the
Minimum Mean Square Error criterion in [23], where the es-
timation of time-delay and frequency error was addressed for
an OFDM signal modeled as a Gaussian random process with
known covariance matrix. ML estimation under the Gaussian
assumption was considered in the work by Van de Beek in [9],
and the resulting estimator is also found to coincide with the one
in (63)–(66), except for the fact that Van de Beek’s estimator has
an SNR dependent factor multiplying the
second term in (63). As a consequence, Van de Beek’s estimator
requires the SNR to be known a-priori or to be calculated online,
which further complicates the implementation compared to the
proposed estimator in (63)–(66). It has been reported in [23] that
the advantage of including this SNR-dependent factor yields a
slight performance improvement, particularly in low-SNR con-
ditions and for some multipath channels, when compared to the
MMSE criterion (and thus to the CML criterion, since both have
been shown to coincide). For high-SNR, and thus all es-
timators converge to the same expression without incurring any
penalty. This observation is consistent with the CML framework
considered herein, since in the high-SNR region and
thus CML operates with perfect side information and provides
optimal performance. For the low-SNR regime, no optimality
can be expected from CML since diverges from . Therefore,
the criterion is forced to operate with imperfect side information
and some performance loss is incurred. This effect will motivate
the formulation of a novel low-SNR optimal estimator in the
next section, and its application to both single- and multi-path
channels.

V. BLIND LOW-SNR UML SYNCHRONIZATION OF CRITICALLY
SAMPLED CP-OFDM SIGNALS

One of the main problems of the CML estimation criterion is
the matrix inversion required for implementing the orthogonal
projection matrix in (27). In the previous section dealing with
single-path channels, this problem was circumvented because
of the diagonal- and block-wise structure of the signal matrix

Fig. 3. Illustration of the periodic structure exhibited by the kernel matrix
and the resulting block-matrix appearing in the low-SNR UML

cost function in (67). Note that even in the presence of multipath (see picture
on the right hand side), the entries of are spread in a diagonal-wise
manner, thus still preserving the same diagonal structure.

in (41) to be inverted. That property allowed us to easily calcu-
late the inverse in an analytical manner and thus proceed with
the derivation of the CML synchronizer. Unfortunately, such a
nice diagonal-wise structure is lost in the presence of multipath
channels. In this case, it is preferrable to explore new ways to
solve the ML synchronization problem, and it is here where the
low-SNR UML criterion plays an important role. First of all, let
us recall its cost function from (32), which reads

(67)

The next step is to analyze the structure of in order to un-
derstand its implications on the cost function in (67). Being de-
fined in Section III-B as , it can be fur-
ther expanded in a similar manner as was previously done when
calculating the projection matrix in (43). Substituting in
(20) and using (36), we have

(68)

(69)

(70)

where is a Toeplitz matrix similar to that for
the CML case, and is henceforth referred to as the kernelmatrix
for the low-SNR UML synchronization criterion. This matrix is
defined as

(71)

and it is affected in a diagonal-wise manner by the Toeplitz ma-
trix defined in (47). The kernel matrix in (71) summarizes
the cyclostationary structure within the CP-OFDM signal that is
relevant for synchronization purposes in the low-SNR regime.
The structure of this matrix is indeed very similar to the one
in the CML case, as it can be observed in the left hand side of
Fig. 3.
The only difference with respect to the CML case is that

the main diagonal of is now constant, and thus, for an
asymptotically large observation interval, it does not convey any
information regarding the synchronization parameters. This has
two main implications. The first is that we should discard the
correlation lag of the input samples when operating in
the low-SNR regime, the correlation lag which is indeed the
most degraded by the presence of noise. The second implica-
tion, closely related to the first one, is that turns out
to be a constant scaling factor that only depends on the overall
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channel energy and not on its particular shape. Therefore, it can
be ignored in the low-SNR UML terms in (31), thus confirming
the validity of the low-SNRUML cost function in (32) and (67).
Alternatively, and following the same approach as in

Section IV-C, the low-SNR UML cost function can be decom-
posed into scalar form as follows,

(72)

where is the basic (and unknown) waveform
of length being repeated along the -th diagonal of

, and dependent on the channel parameters through .
In (72), it has been taken into account that just the -th
diagonals of are relevant for the problem at hand, and
that

, with an irrelevant constant
given by the energy along the principal diagonal of .

A. Low-SNR UML Estimator for Single-Path Channels

The derivation of the low-SNR UML joint time-delay esti-
mator is straightforward based on the similarities between the
cost function in (67) and the CML counterpart

in (26). The main difference is the
presence of in (67), but this term can be ignored for
single-path channels because it is constant. Indeed, a change in
just implies moving the entries of in a diagonal-wise

manner so that, asymptotically, the Frobenius norm remains the
same3. Ignoring the last term in (67), we essentially have the
same type of single-term quadratic cost function as in the CML
case. At this point the only difference between both criteria lies
in the different types of kernel matrices they use. In spite of
this, the low-SNR UML kernel matrix is essentially the same
as the CML one, except for the fact that the main diagonal is
now constant, and therefore it can be ignored for synchroniza-
tion purposes. As a result, the very same architecture can be
considered here, with the only modification that the first branch
implementing the correlation lag can be removed. This
leads to the following low-SNR UML joint time-delay and fre-
quency estimator:

(73)

(74)

where is defined in (64) and the resulting architecture is
depicted in Fig. 4.
Similar to what already discussed at the end of Section IV-C,

the low-SNR UML estimator obtained in (73) is found to co-
incide with Beek’s ML estimator, but for the low-SNR regime
where . This observation confirms the optimality of the
proposed low-SNR UML estimator in the low-SNR regime.

3A change in does not change the Frobenius norm either, because the fre-
quency error appears as just a complex constant along each diagonal of .
Nevertheless, we keep the term in the general expression for the
low-SNR UML cost function in (67) because it will play a relevant role later
on, when we cope with multipath channels.

Fig. 4. Architecture of the UML estimator in (73)–(74) for critically sampled
CP-OFDM signals and single-path channels.

For the high-SNR regime, no optimality can be guaranteed be-
cause the power-related term is not present in (73). How-
ever, is approximately constant over provided that the
number of OFDM symbols is large enough. In that case,
the CML estimator in (63) coincides with the low-SNR UML
estimator in (73), and it could be claimed that the low-SNR
UML estimator is asymptotically optimal (i.e., ) for
the high-SNR regime, too. This is the underlying reason for the
good performance exhibited by time-delay estimators based on
(73), which have beenwidely adopted bymany authors although
initially proposed in an ad-hoc manner (e.g., [24], [25]).

B. Extension of the Low-SNR UML Estimator to Multipath
Channels

Contrary to the CML case, a step further can easily be taken
for the low-SNR UML criterion in order to explicitly incor-
porate the presence of multipath channel into the formulation.
This is certainly a key novelty of the present work, taking
one step forward with respect to the current state-of-the-art on
blind OFDM synchronization, where the common approach
is to ignore the actual channel impulse response within the
algorithm derivation (see for instance [15], [26]–[28] or the
landmark work in [8], [9]). This is in contrast to pilot-assisted
techniques, which have been widely studied in the literature,
and for which channel estimation is indeed a constituent part of
any time-delay estimation algorithm.
In order to incorporate the multipath channel into the problem

under study, the cost function is basically the same as the one
already introduced in (67) or (72), but some remarks must be
made regarding the structure of due to the presence of
multipath. Using the matrix decomposition in (18), we have

(75)

(76)

(77)

The approximation in (77) is reasonable for dense multipath
conditions with uncorrelated scattering, as the second term in
(76) can be neglected in virtue of the law of large numbers. In
these circumstances, can be expressed as a linear combi-
nation of the single-path contributions ,
which interestingly all preserve the same diagonal-wise struc-
ture already highlighted for the single-path channel. An example
is depicted in the right hand side of Fig. 3, where

is depicted in the presence of a multipath channel.
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As it can be seen in the figure, the effect of multipath is to
spread the entries along both the upper and lower -th diag-
onal of . Note that no overlap is incurred along these di-
agonals because is always greater than or equal to .
These spread diagonal entries continue to exhibit -sample
periodicity, but the waveform being repeated turns out to be the
convolution of the original rectangular pulse of samples
in with the time-delayed instantaneous channel power
delay profile defined as4

(78)

In view of this effect, the basic waveform being repeated along
the -th diagonals of the multipath-affected matrix is
now given by,

(79)

(80)

which is a superposition of time-shifted and scaled rectangular
pulses (or interpolated rectangular pulses for fractional ), with
the scaling factors being the squared absolute value of each
channel tap gain. In matrix notation, (80) can be expressed in
a more convenient and compact form as follows:

(81)

where is a
vector that contains the samples of the basic waveform

is a matrix whose columns are
one-sample time-shifted replicas of a rectangular pulse delayed
by , and contains the coeffi-
cients of the instantaneous power delay profile in
(78).
The problem of time-delay and frequency estimation is now

coupled with that of channel estimation, which is required in
order to determine the shape of the waveform
where the time-delay and frequency estimates are embedded.
However, just the squared values of the channel tap gains are re-
quired, as indicated in (80). Thus, taking into account the equiv-
alent matrix notation in (81), the low-SNRUML cost function in
(72) can be recast as follows for the case of multipath channels,

(82)

where . As in the
single-path case, the frequency estimation is decoupled from the
rest of parameters and it can be compressed back into the cost
function, resulting in

(83)

At this point, the problem becomes that of estimating an
unknown time-delay embedded in an unknown waveform

, a coupled problem because the shape of the wave-

4The notation denotes the set of nuisance parameters in excluding .

form itself depends on the time-delay, too. However, we can
solve this problem following a two-step approach: first we
can determine the unknown waveform coefficients for a
fixed and then compress them back into the cost function;
second, we can proceed with the maximization of (83) as a
function of only. Let us begin with the estimation of the
unknown waveform. Since , we can apply
the square function to it, which is a monotonic
function for and thus it preserves the maximum points
of . By doing so, and taking into account the
relationship in (81), we can easily differentiate with respect to
and obtain,

(84)

which is a function of and , a positive scaling factor ir-
relevant for time-delay estimation. Compressing this estimate
into (83), and after some manipulations, we get the compact
expression

(85)

where is the projection
matrix onto the subspace spanned by in (81). Then, the
low-SNR UML time-delay and frequency estimator for multi-
path channels becomes,

(86)

(87)

VI. SIMULATION RESULTS

Computer simulations have been carried out to assess the per-
formance of the techniques derived in Sections IV and V for
CP-OFDM signals in both single-path (i.e., AWGN) and multi-
path channels. We consider herein a default CP-OFDM signal
with subcarriers and a CP of samples, sim-
ilar to the lowest bandwidth LTE signal with non-extended CP
([29], Section E.5.1). A comparison is established with the tech-
nique proposed in [9], which is the most widely adopted method
for blind synchronization of CP-OFDM signals.
Experiment 1—Performance in Single-Path Channels:

This is the reference working scenario in which traditional
synchronizers for CP-OFDM signals were typically derived,
such as the well-known Beek’s ML estimator [9]. As shown
in Fig. 5, this estimator coincides with the low-SNR UML
estimator proposed in (73)–(74) for the low-SNR regime,
whereas it coincides with the CML estimator in (63)–(66) for
the high-SNR regime. These results are consistent with the dis-
cussion at the end of Section V-A, and they suggest that when
operating under either of these two regimes, complexity can be
reduced by substituting Beek’s estimator by either the proposed
low-SNR UML or the CML estimator, which do not require
the actual SNR to be estimated. Note that the performance of
all these estimators tends to saturate at high-SNR due to the
finite observation interval for which the ML cost function is
evaluated. In [9], this floor effect is not observed (although it is
actually present but at an even higher SNR) because of the very
large observation interval used therein, where each Montecarlo
simulation is averaged over a total of OFDM
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Fig. 5. Variance of time-delay and frequency estimates for a CP-OFDM signal
with ( subcarriers, ) and OFDM
symbols transmitted through a single-path (i.e., AWGN) channel.

symbols with subcarriers, compared to
and considered herein. For the low-SNR UML esti-
mator, and because of its low-SNR assumption, an additional
penalty is incurred when operating in the high-SNR regime,
where an increased floor effect is observed in Fig. 5. Regarding
the low-SNR UML estimator for multipath channels, its per-
formance degrades due to the increased number of unknowns
(i.e., the time-delay and the taps5 from the power delay
profile, according to (84)) that must be handled. In this experi-
ment, even though the channel is single-path, we are assuming

in order to assess the degradation incurred
when increasing . For the carrier frequency estimation, the
Cramér-Rao bound given by has
been included as a reference benchmark [30], which is attained
by all single-path estimators in Fig. 5.
Experiment 2—Performance in Multipath Channels With

Short Delay Spread: In this experiment we adopt the 3GPP
Rural Area channel model (RAx) [31], which for a sampling
time of 0.1 s leads to an effective channel length of
taps6. For the proposed low-SNR UML estimator in (86),
we consider taps. The results in the upper
plot of Fig. 6 show how traditional time-delay estimators for
CP-OFDM exhibit a performance floor beyond
dB. The proposed estimator in (86) also reaches a floor but
for much higher values. In the meantime, it is able to
reduce the time-delay variance by two orders of magnitude
compared to traditional estimators due to its joint time-delay
and channel estimation. It is interesting to observe the different
performance as a function of , showing how the increase in
the number of channel taps produces a penalty in the time-delay

5Note that does not need to coincide with the actual number of channel
taps, . In practice, is typically set to capture the most significant taps
while keeping a reduced number of unknowns to be estimated. Thus, it often
happens that .
6In experiments where statistical channel models are involved, the time-delay

estimation problem may become ill-conditioned when the first tap of the actual
channel realization is very small. To avoid this problem, only those channel
realizations whose first path is at least 40% of the total channel energy have
been selected for simulation purposes.

Fig. 6. Variance of time-delay and frequency estimates for a CP-OFDM signal
with ( subcarriers, ) and OFDM
symbols transmitted through the 3GPP Rural Area channel model (RAx) [31].

Fig. 7. Variance of time-delay and frequency estimates for a CP-OFDM signal
with ( subcarriers, ) and OFDM sym-
bols transmitted through the 3GPP Typical Urban channel model (TUx) [31].

but not the frequency estimation performance, which appears to
be rather insensitive to the presence of multipath.
Experiment 3—Performance in Multipath Channels With

Long Delay Spread: In this case we adopt the 3GPP Typical
Urban channel (TUx) [31], which for the same sampling rate as
the previous experiment leads to an effective channel length of

taps. Such a long delay spread introduces a significant
degradation in the overall time-delay estimation performance
of traditional methods, which do not take into account the
presence of the channel. In contrast, the proposed method in
(86) is able to provide an improvement of almost three orders of
magnitude compared to traditional methods, leading to similar
results (e.g., for ) to the ones obtained in Fig. 6 for
a shorter delay spread. This result confirms the robustness of
the proposed method and its ability to combat the presence of
multipath.
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Fig. 8. Variance of time-delay and frequency estimates for a CP-OFDM signal
with estimated taps and OFDM symbols
transmitted through the 3GPP-RAx channel as a function of the cyclic prefix
length .

Experiment 4—Performance as a Function of : This ex-
periment evaluates the impact of the cyclic prefix length onto the
overall synchronization performance. The 3GPP RAx channel
model has been selected here, for which a minimum cyclic
prefix of samples has been set (i.e., ). As
can be observed in Fig. 8 for dB, the per-
formance improvement due to the cyclic prefix length is only
visible at low values. This is in line with the results in
[9], which suggest that beyond some threshold, there is
not a significant change in time-delay estimation performance
when varying the cyclic prefix, provided that it is large enough
to encompass the channel delay spread. This observation,
however, does not apply to the frequency estimates, which are
found to monotically improve as the cyclic prefix increases.

VII. CONCLUSION

A unified framework has been presented in this paper by
introducing a novel matrix signal model for the general class
of flexible FBMC signals. This framework encompasses many
possible signal designs in terms of pulse shaping filter, symbol
duration and subcarrier spacing, in contrast to most of the
existing MC signaling formats where these parameters are
typically constrained. Moreover, the proposed matrix signal
model has allowed us to easily derive both the CML and
the low-SNR UML time-delay and frequency estimation of
an arbitrary FBMC signal propagating through an arbitrary
multipath channel. Based on these results, the special case
of critically sampled CP-OFDM signals has been addressed,
where a simple and novel estimator has been proposed for blind
synchronization in multipath channels.

APPENDIX A
VERIFICATION OF THE ORTHOGONALITY CONDITION

In single-carrier communication signals, the adoption of
square-root Nyquist pulses guarantees that

where is the energy of the pulse. The intuitive interpre-
tation is that, after being decimated by a factor and having

the receiver synchronized to the transmitter, the matched filter
output for allows an inter-symbol interference (ISI)-free
recovery of the transmitted symbols. For multicarrier signals,
this result must be extended to incorporate the additional
constraint of avoiding inter-carrier interference (ICI). In these
circumstances, the following lemma applies:
Lemma 2: For the FBMC shaping matrix defined in (12), its

inner product can be expressed as,

...
...

...
(88)

where , with
, is an submatrix.

Proof: The first step is to substitute with its defini-
tion in (12):

(89)

where the outer-product of the selection matrix
can be rewritten by defining the vector as
the -th column of the identity matrix . As a result,
we have that

(90)

(91)

From (91), it can be seen that the outer-product is indeed
a diagonal matrix. In particular, its diagonal elements
turn out to be all zero except for the ones in the
entries, with . As such, the matrix can
be understood as a selection matrix that removes the redundancy
of the Kronecker product matrices on its left or right hand side
in (89). For instance, for the right hand side multiplication in
(89), it is easy to show that,

(92)

Similarly for the left hand side product in (89),

...
...

...
(93)

Finally, using (92), (94) and the idempotency of , we can
rewrite (89) as indicated in (88).
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Based on Lemma 2, ISI-free and ICI-free FBMC signals are
possible provided that , which implies
that for and .
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