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Abstract— In location-aware wireless networks, mobile nodes
(agents) can obtain their positions using range measurements to
other nodes with known positions (anchors). Optimal subcarrier
power allocation at the anchors reduces positioning error and
improves network lifetime and throughput. We present an
optimization framework for subcarrier power allocations in
network localization with the imperfect knowledge of network
parameters based on the fundamental statistical limits. Power
allocations with expectation and robustness constraints are
obtained using semidefinite optimization problems in non-
iterative and iterative forms with both unicast and multicast
transmissions. Results show that the allocations provide more
accurate localization than non-robust designs under channel
and agents positions uncertainty.

Index Terms— Wireless network localization, positioning,
subcarrier power allocation, OFDM, channel and position uncer-
tainty, robust design, semidefinite optimization, unicast and
multicast transmissions.

I. INTRODUCTION

H IGH-ACCURACY localization is of critical importance
in many location-based applications and services, e.g.,

cellular positioning, search-and-rescue tasks, blue-force track-
ing, communication, and military systems [2], [3]. Wireless
network localization (WNL) refers to the process of finding
the positions of users (agents) using measurements to nodes
with known positions (anchors). The transmission power of the
nodes plays an important role in WNL, not only in terms of
lifetime and throughput, but also in positioning accuracy [4].
Therefore, an optimal power allocation among both anchors
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and subcarriers is important for reducing power consumption
and increasing positioning accuracy.

Several power allocation methods have been presented for
single-carrier transmission in synchronous networks [5], [6].
These methods include the positioning accuracy as either
an objective or a constraint, using fundamental performance
limits. In [6] and [7] the fundamental limits of wideband local-
ization have been derived in terms of squared position error
bound (SPEB) and directional position error bound (DPEB)
for the case of single-carrier signals. To overcome the uncer-
tainties on the network parameters, a robust power allocation
has been proposed in [9] by converting the minimization of the
SPEB and of the maximum DPEB (mDPEB) subject to a total
power constraint into semidefinite programming (SDP) and
second-order cone programming (SOCP) forms. Meshkati [4],
Shen [5], and Shen [8] assumed a unicast transmission scheme,
that is to say, when an anchor transmits a signal, it is
only listened by one agent. However, for a synchronous
network, this leads to suboptimal solutions in terms of total
required power by the anchors. Moreover, current and emerg-
ing communications standards generally employ multi-carrier
signals, in particular orthogonal frequency division multi-
plexing (OFDM). Multi-carrier transmissions are beneficial
when the data rates increase and hence wider bandwidths are
needed. Current research for localization using OFDM signals
is mainly focused on time delay estimation [10]. In [1], a
power allocation for OFDM WNL is developed by converting
the optimization into SDP form and numerical averaging over
the position error bound.

In this paper, we extend [1] and formulate the power
allocations with expectation and robustness constraints in an
OFDM WNL with uncertainties on the network parameters
(which include the channel coefficients and the positions of
the agents) based on the fundamental statistical limits, rather
than focusing on a specific localization technique. Our main
contributions are:

• We develop a power allocation that minimizes the total
power subject to a maximum acceptable value for the
expected SPEB, averaged over a set of channel coeffi-
cients and agents’ positions.

• We develop a power allocation to minimize the total
power subject to a maximum acceptable value for the
worst-case SPEB, maximized over a set of channel coef-
ficients and agents’ positions.

An algorithm is proposed for the case of robust power alloca-
tion based on a minimax game and compared with a cutting
set method (CSM) [11], while for the power allocation with
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expectation constraints, we propose the use of the sample aver-
age as an approximation of the expectation. Both methods are
approximate, but turn out to perform well under the considered
scenarios. In particular, the convergence of the robust power
allocation is not shown analytically but only demonstrated
empirically by simulations in a reasonable setting for a specific
set of parameters.

The remainder of this paper is organized as follows. The
system model, including the different types of uncertainty, are
presented in Section II. A standard non-robust power alloca-
tion, ignoring uncertainty, is summarized in Section III. The
proposed power allocations with expectation and robustness
constraints are derived in Sections IV and V, respectively. The
different approaches are compared numerically in Section VI,
before we draw conclusions in Section VII.

Notation: diag{Xm}m∈M denotes the block-diagonal matrix
with the mth block equal to Xm and m in the set of indices
M ; diag{xm}M−1

m=0 denotes an M × M diagonal matrix formed
with the values xm ; {xi } represents the set of all vectors xi for
all possible values of the subindex i ; IN is the N × N identity
matrix; 1N is the N×1 all-one vector; ‖.‖ denotes the l2-norm;
⊗ denotes the Kronecker product; tr{X} denotes the trace of
the matrix X; X � Y means that the matrix X − Y is positive
semi-definite (PSD); X � Y means that the matrix X − Y is
positive definite; x � y and x � y mean that all the elements
of x − y are nonnegative and positive, respectively; and �{.}
and �{.} denote the real and imaginary parts, respectively.

II. SYSTEM MODEL

In this section, we present the signal model for multi-carrier
network localization. Then, uncertainty models for network
parameters are defined.

A. Observation Model

Consider a wireless network with Nb anchors with known
positions and Na agents with unknown positions. The sets
of agents and anchors are denoted by Na = {1, . . . , Na}
and Nb = {Na + 1, . . . , Na + Nb}, respectively. The two-
dimensional positions of kth agent and j th anchor are denoted
by qk = [xk yk]T for k ∈ Na and q j = [x j y j ]T for j ∈ Nb.
Anchors may be elements of the fixed infrastructure, whereas
agents may be mobile users. We assume that all nodes are
perfectly synchronized [9] and use OFDM transmissions from
anchors to agents to localize the agents. We will focus on the
case where each anchor j sends an OFDM signal, which is
received by all agents (multicast transmission). However, all
methods are easily modified for the case where each anchor j
sends an OFDM signal that is received by one agent at a time
(unicast transmission).

We denote as rk, j the N × 1 vector representing the
received signal by agent k produced by the transmission of
anchor j with N subcarriers, after cyclic prefix removal and
transformation to the frequency domain. The vector rk, j can
be expressed as [12]–[14]

rk, j = �(tk, j )B j FLhk, j + wk, j , (1)

where B j = diag{B j [n]}N/2
n=−N/2 is an N × N diagonal matrix

representing the N symbols sent by anchor j on each of the

subcarriers, FL represents the first L columns of the N × N
discrete Fourier transform (DFT) matrix with L being the
number of channel taps between nodes j and k (without loss
of generality, we assume the same number of taps for all chan-
nels), hk, j = [h(1)

k, j . . . h(L)
k, j ]T with the real and imaginary parts

defined as hR,k, j and hI,k, j is the channel response between
the corresponding anchor and agent, respectively, �(tk, j ) =
diag{exp(− j2πntk, j/T )}N/2

n=−N/2 where tk, j is the arrival time
of the first path and is given by tk, j = ‖qk − q j‖/c with c
representing the speed of light. The symbol time duration is
denoted as T , and wk, j is an N ×1 noise vector distributed as
CN (0, σ 2

wIN ). We introduce r as the vector representation of
the received waveforms by all agents from all anchors, given
by r = [rT

1 . . . rT
Na

]T with rk = [rT
k,Na+1 . . . rT

k,Na+Nb
]T.

Note that for unicast operation, each anchor j will send
different OFDM signals to each agent. In terms of the model,
the only difference is that we have to replace B j by Bk, j

in (1).
Our goal is to minimize the total transmission power

(PT,multi = ∑
j∈Nb

tr{P j } where P j = BH
j B j for multicast

and PT,uni = ∑
k∈Na

∑
j∈Nb

tr{Pk, j } where Pk, j = BH
k, j Bk, j

for unicast) required to obtain a certain positioning accuracy
in terms of the fundamental statistical limits in the presence
of uncertainties in the channel and the agent positions. We
note that we do not consider different sets of subcarriers for
different users, so that each user can make use of the full
system bandwidth.

B. Uncertainty Model

We consider a scenario in which we have some a priori
information regarding the channel coefficients and the loca-
tions of the agents.

For the channel, we consider that hk, j = ĥk, j + �hk, j ,

where ĥk, j is an a priori estimate of the channel and �hk, j

is the uncertainty on the channel, belonging to either the sets
H (1)

k, j or H (2)
k, j , with

H (1)
k, j �

{
�hk, j : ‖�hk, j ‖ ≤ ε

}
, (2)

H (2)
k, j �

{
�hk, j : |�hk, j,l | ≤ εl , l = 1, . . . , L

}
. (3)

Here, �hk, j,l is the uncertainty of the lth channel tap, while εl

and ε represent bounds on the uncertainty. Denoting by φk, j =
± arctan(yk − y j )/(xk − x j ) the angle between the j th anchor
and kth agent with respect to the positive x axis (with positive
sign for xk > x j and yk > y j or xk < x j and yk < y j and
negative sign otherwise), we can write φk, j = φ̂k, j + �φk, j ,

where φ̂k, j is an a priori estimate and �φk, j is the uncertainty
of the angle, limited to |�φk, j | ≤ δk, j , with 0 ≤ δk, j < π/2.
Fig. 1 shows the network scheme with four anchors and the
k-th agent with the agent’s actual position to lie within a circle
of radius εd , and the relative angle between the kth agent and
the j th anchor is shown by φk, j .

III. NON-ROBUST POWER ALLOCATION

In this section, we provide the SPEB for OFDM signals and
the formulation of the non-robust power allocation, without
considering any uncertainties.
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Fig. 1. Illustration of the uncertainty model for WNL for agent k with the
angular uncertainty δk, j and the relative angle φk, j .

A. Squared Position Error Bound

We consider the agents’ positions and channel coeffi-
cients as deterministic unknown parameters and we deter-
mine the corresponding Fisher information matrix (FIM).
From this FIM, we can derive the SPEB. Let us define
η = [qT

1 . . . qT
Na

θT
1 . . . θT

Na
]T where the whole set of channel

coefficients is θk = [kT
k,Na+1 . . . kT

k,Na+Nb
]T, in which kk, j =

[hT
R,k, j hT

I,k, j ]T. The FIM of the parameters in η is

Jη = Er|η[−∂2 ln f (r; η)

∂η∂ηT ]. (4)

This FIM is a 2(Na Nb L + Na) × 2(Na Nb L + Na) real PSD
matrix, with the property that for any unbiased estimate η̂ of
η, it holds that [15]

Er|η[(η̂ − η)(η̂ − η)T] � J−1
η . (5)

The FIM Jη has the following form

Jη =

⎡

⎢
⎢
⎢
⎣


(q, q) 
(q, θ 1) . . . 
(q, θ Na )

(θ1, q) 
(θ1, θ1) . . . 
(θ1, θ Na )

...
. . .

...

(θ Na , q) 
(θ Na , θ1) . . . 
(θ Na , θ Na )

⎤

⎥
⎥
⎥
⎦

, (6)

where we have used the following definitions q =
[qT

1 . . . qT
Na

]T,


(x, y) � 2

σ 2
w

�
{

∂μH

∂x
∂μ

∂yT

}

, (7)

and μ � �̄(t)(INa ⊗ B)F̄Lh with �̄(t) = diag{�̄(tk)}k∈Na ,
B = diag{B j } j∈Nb , F̄L = INa Nb ⊗ FL , h = [hT

1 . . . hT
Na

]T, in
which �̄(tk) and hk are defined as �̄(tk) = diag{�(tk, j )} j∈Nb

and hk = [hT
k,Na+1 . . . hT

k,Na +Nb
]T. The terms 
(θ k, θm),


(qk, qm), 
(θm , qk), and 
(qk , θm) are zero for k 
= m
(see Appendix A), so that the equivalent FIM (EFIM) of the
agents’ positions is given by

Je(q) = ζ
∑

j∈Nb

diag{λ1, j Jr (φ1, j ), . . . , λNa , j Jr (φNa , j )}, (8)

where ζ = 2/(c2σ 2
w), Jr (φk, j ) = ur (φk, j )uT

r (φk, j ) with
ur (φk, j ) = [cos φk, j sin φk, j ]T is the so-called ranging
direction matrix (RDM) and λk, j is the ranging information
intensity (RII), given by [1]

λk, j = hH
k, j M

(1)
j (p j )hk, j − hH

k, j M
(2)
j (p j )hk, j , (9)

where

M(1)
j (p j ) = FH

L DHP j DFL, (10)

M(2)
j (p j ) = H(p j )�

−1(p j )(p j ), (11)

in which D = diag{ j2πn/T }N/2
n=−N/2, (p j ) = FH

L P j DFL ,
and �(p j ) = FH

L P j FL . Finally, the SPEB for kth agent is
given by

Pk({p j }) � tr{J−1
e (qk)}, (12)

where p j is the N ×1 vector of transmitted power taken from
the main diagonal of P j , and

Je(qk) = ζ
∑

j∈Nb

λk, j Jr (φk, j ). (13)

B. Formulation of the Non-Robust Power Allocation Problem

The non-robust power allocation consists in obtaining the
values of {p j } that are optimum for the estimated values of the
channel and angles, ĥk, j and φ̂k, j , which are therefore used in
the formulation of the problem. For multicast1 transmission,
it has the following form

ANR : minimize{p j }
∑

j∈Nb

1Tp j (14a)

subject to Pk({p j }) ≤ β, ∀k ∈ Na (14b)

p j � 0, ∀ j ∈ Nb (14c)

where β is maximum acceptable SPEB of the agents. We note
that: (14a) aims at minimizing the total power of the anchors
required to localize the agents; (14b) sets an upper bound β
to the SPEB of the agents; (14c) restricts the anchor power
vectors p j to be non-negative. Problem ANR is the extension to
multi-carrier signals of minimum energy cost problem in [9]
for multicast transmission. Finally, we note that ANR is a
convex optimization problem.

The problem ANR can be written in the SDP form [16] by
replacing each constraint in (14b) by

Je(qk) � G̃k, (15)

�̃(G̃k; β) � 0, (16)

where G̃k is a 2 × 2 auxiliary matrix and

�̃(G̃k; β) =
⎡

⎣
β ṽT

1 ṽT
2

ṽ1 G̃k 0
ṽ2 0 G̃k

⎤

⎦, (17)

where ṽ1 = [1, 0]T and ṽ2 = [0, 1]T. Moreover, the matrix
inequality Je(qk) � G̃k can be written as a linear matrix

1All of the optimization problems within this paper can be easily reformu-
lated for unicast transmission by replacing p j with pk, j and

∑
j∈Nb

1Tp j

with
∑

k∈Na

∑
j∈Nb

1Tpk, j with pk, j defined as an N × 1 power vector for
transmission from the j th anchor to the kth agent.
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inequality on the power vector p j . In particular, we can replace
Je(qk) � G̃k by �k({p j }, G̃k) � 0, where

�k({p j }, G̃k)

=
[∑

j∈Nb
νk, j (p j )Jr (φ̂k, j ) − G̃k �H

k ({p j })
�k({p j }) �({p j })

]

, (18)

where νk, j (p j ) = ζ ĥH
k, j M

(1)
j (p j )ĥk, j ,�

H
k ({p j }) =

[�H
k,1(p1) . . .�H

k,Nb
(pNb )] and �H

k, j (p j ) = √
ζur (φ̂k, j )ĥH

k, j
H(p j ),�({p j }) = diag{�(p1), . . . , �(pNb )}.

The non-robust design uses only the estimated channel coef-
ficients and agent locations for the power allocation problem.
The main drawback of the proposed non-robust allocation is
that the designed power allocation is specific for particular
network parameters. This causes the actual SPEB to deviate
from the maximum value β when the agent’s real positions
and channels do not coincide with the ones used in the design.
The goal of the power allocations is to control this deviation
by taking into account in the design the uncertainty between
the real parameters (i.e., channels and positions) and those
assumed for the design.

IV. POWER ALLOCATION WITH

EXPECTATION CONSTRAINTS

In this section, we introduce the power allocation with
expectation constraints and convert it to an SDP form. The
power allocation problem for the case of multicast design has
the following form

AE : minimize{p j }
∑

j∈Nb

1Tp j (19a)

subject to Eη[tr{J−1
e (qk)}] ≤ β, ∀k ∈ Na (19b)

p j � 0. ∀ j ∈ Nb (19c)

We note that (19b) sets an upper bound β to the expected
SPEB of the agents, with respect to the channel coefficients
hk, j and agents’ positions qk . Given that the analytical cal-
culation of (19b) is inaccessible, we resort to a numerical
approximation by averaging over Mq realizations:

1

Mq

Mq∑

m=1

tr{[J−1
e,k,m({p j })]} ≤ β, (20)

where

Je,k,m({p j }) = ζ
∑

j∈Nb

λk, j,mJr (φk, j,m), (21)

λk, j,m = hH
k, j,m(M(1)

j (p j ) − M(2)
j (p j ))hk, j,m , (22)

with hk, j,m and φk, j,m being generated according to one of
the uncertainty models in Section II-B.

Using the same approach as in Section III-B, we can
reformulate AE in SDP form as

ASDP
E : minimize{p j },{Gk }

∑

j∈Nb

1Tp j (23a)

subject to �(Gk; β) � 0,∀k ∈ Na (23b)

�k,m({p j }, Gk,m) � 0, ∀m ∈ Mq (23c)

p j � 0, ∀ j ∈ Nb (23d)

where Mq = {1, . . . , Mq }, Gk = diag{Gk,m}Mq
m=1 comprises

Mq auxiliary 2 × 2 matrices Gk,m ,

�(Gk; β) =
⎡

⎣
Mqβ vT

1 vT
2

v1 Gk 0
v2 0 Gk

⎤

⎦, (24)

with v1 = 1Mq ⊗ ṽ1 and v2 = 1Mq ⊗ ṽ2. The matrix
�k,m({p j }, Gk,m) is defined as

�k,m ({p j }, Gk,m)

=
[∑

j∈Nb
νk, j,m(p j )Jr (φk, j,m) − Gk,m �H

k,m({p j })
�k,m({p j }) �({p j })

]

,

(25)

in which νk, j,m(p j ) = ζhH
k, j,mM(1)

j (p j )hk, j,m , and
�H

k,m({p j }) = [�H
k,1,m(p1) . . . �H

k,Nb ,m(pNb )], with
�H

k, j,m(p j ) = √
ζur (φk, j,m)hH

k, j,mH(p j ).

V. ROBUST POWER ALLOCATION

In this section, we propose a robust power allocation,
accounting for the worst-case channel and position uncertainty.

A. General Formulation

The robust power allocation problem for multicast design
is of the following form

AR : minimize{p j }
∑

j∈Nb

1Tp j (26a)

subject to P max
k ({p j }) ≤ β, ∀k ∈ Na (26b)

p j � 0, ∀ j ∈ Nb (26c)

where P max
k ({p j }) is the worst-case SPEB:

P max
k ({p j }) � max

hk ,φk

Pk({p j }), (27)

in which φk = [φk,Na+1 . . . φk,Na+Nb ]T. We note that since
(27) is the pointwise maximum over convex functions, the
problem AR is a convex problem. Therefore, there is a vari-
ety of algorithms to solve the robust power allocation with
guaranteed convergence (e.g., a cutting plane method), but
with high complexity. Our ambition is to propose a potentially
suboptimal method but with a reduced complexity. We will
achieve this by solving the problem through a minimax game,
where one player chooses a best power allocation and the sec-
ond player the worst possible channel. Such an approach does
not necessarily converge, unless the constraints satisfy certain
technical conditions [16, Sec. 10.3.4]. However, simulations
will show that in practice our algorithm performs very similar
to the solution obtained using the more complex CSM, which
has guaranteed convergence [11].

Due to the structure of the SPEB in (8), the maximization
over φk, j for any given value of hk, j can be determined as in
[9], by replacing Jr (φk, j ) with Qr (φ̂k, j , δk, j ) = Jr (φ̂k, j ) −
sin δk, j I2. Later, we will rely on the eigen-decomposition
of Qr (φ̂k, j , δk, j ). It is readily verified that the two eigen-
vectors of Qr (φ̂k, j , δk, j ) are ur,1(φ̂k, j ) = [cos φ̂k, j , sin φ̂k, j ]T

and ur,2(φ̂k, j ) = [− sin φ̂k, j , cos φ̂k, j ]T, with eigenvalues
γ

(+)
k, j = 1 − sin δk, j ≥ 0, and γ

(−)
k, j = − sin δk, j ≤ 0. However,
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Algorithm 1 Robust Power Allocation
1: Set m = 1.
2: Determine an initial guess of {p(m−1)

j } using the nominal

values {φ̂k, j , ĥk, j } (i.e., the non-robust power allocation).
3: Determine the worst-case channel deviation �hws

k, j for the

current guess of {p(m−1)
j }.

4: Determine a pessimistic power allocation {ppess, j }, ignoring
γ

(−)
k, j . Set {p(m)

j = ppess, j }.
5: Determine Xk({p j }) and �hws

k, j for the current guess of

{p(m)
j }.

6: Determine a corrected power allocation {p(m+1)
j = pcorr, j },

accounting for γ
(−)
k, j .

7: Set m = m+1 and go back to step 5 until |�P(m)
T ,multi| ≤ ξth.

the worst-case channel depends on the power-allocation, and
hence we have to resort to an iterative approach, outlined
below.

In Algorithm 1, the worst-case channel deviation �hws
k, j is

determined using a previously determined power allocation,
and this power allocation is progressively refined. In what
follows, we solve the robust power allocation for two sets of
uncertainties on the channel coefficients, H (1)

k, j and H (2)
k, j from

Section II-B, according to the above procedure.

B. Robust Power Allocation for �hk, j ∈ H (1)
k, j

In this section, first we obtain the worst-case channel devi-
ation �hws

k, j (step 3 in Algorithm 1) using an initial guess of
{p j } (step 2 in Algorithm 1). Second, a pessimistic power allo-
cation is obtained based on the worst-case channel deviation
(step 4 in Algorithm 1). Third, a corrected power allocation
is designed by the inclusion of a PSD matrix in the SDP
optimization based on the solution of the pessimistic power
allocation and accounting for γ

(−)
k, j (step 6 in Algorithm 1).

The algorithm stops when the change in the used power is
smaller than a predefined threshold ξth (step 7 in Algorithm 1).

1) Worst-Case Channel: The values of the channel coeffi-
cients that maximize the SPEB can be obtained by solving the
following optimization problem.

minimize
�hk, j ∈H (1)

k, j

λk, j . (28)

To solve (28), we propose the following proposition, requiring
introduction of � j (p j ) � M(1)

j (p j ) − M(2)
j (p j ).

Proposition 1: Solving (28) leads to

�hws
k, j (p j ) = −(� j (p j ) + �k, j IL)−1� j (p j )ĥk, j , (29)

in which �k, j denotes the Lagrange multiplier associated with
the constraint �hk, j ∈ H (1)

k, j .
Proof: See Appendix B.

The value of �k, j can be found numerically relying on the
Karush-Kuhn-Tucker (KKT) conditions, as detailed in Appen-
dix C. Substituting (29) into the definition of λk, j (9) leads to
the worst-case RII

λmin
k, j = ĥH

k, j �̃
H
k, j (p j )� j (p j )�̃k, j (p j )ĥk, j , (30)

in which

�̃k, j (p j )

= −U j (p j )(� j (p j ) + �k, j IL)−1� j (p j )UH
j (p j ) + IL ,

with U j (p j ) and � j (p j ) obtained by eigen-decomposition
� j (p j ) = U j (p j )� j (p j )UH

j (p j ). It is clear that λmin
k, j

depends on p j in such a way that J̄e,k({p j }) �
∑

j∈Nb
λmin

k, j Qr (φ̂k, j , δk, j ) can no longer be written as a linear
function of the power (in contrast to the non-robust and designs
with expectation constraints). This is the reason why we have
to resort to the procedure in Algorithm 1.

2) Pessimistic Power Allocation: Given a guess of the
power allocation and a corresponding guess of �hws

k, j , we
can express the current guess of the worst-case EFIM as
J̄e,k({p j }) = Ĵe,k({p j }) + Xk({p j }) in which Ĵe,k({p j })
includes the M(1)

j (p j )-related part of the EFIM and the

M(2)
j (p j )-related part of the EFIM corresponding to the

positive eigenvalues γ
(+)
k, j , and the PSD matrix Xk({p j }) is

the M(2)
j (p j )-related part of the EFIM corresponding to the

negative eigenvalues γ
(−)
k, j , that is

Xk({p j }) = ζ
∑

j∈Nb

|γ (−)
k, j |ur,2(φ̂k, j )(ĥk, j + �hws

k, j )
H

×M(2)
j (p j )(ĥk, j + �hws

k, j )u
T
r,2(φ̂k, j ). (31)

Consequently, Ĵe,k({p j }) can be decomposed as

Ĵe,k({p j }) =
∑

j∈Nb

ν̃k, j (p j )Qr (φ̂k, j , δk, j )

− �̃H
k, j (p j )�

−1(p j )�̃k, j (p j ), (32)

with

ν̃k, j (p j ) = ζ(ĥk, j + �hws
k, j )

HM(1)
j (p j )(ĥk, j + �hws

k, j ),

(33)

�̃H
k, j (p j ) =

√
ζγ

(+)
k, j ur,1(φ̂k, j )(ĥk, j + �hws

k, j )
HH(p j ).

(34)

It is now clear that since J̄e,k({p j }) � Ĵe,k({p j }), a
power allocation based on Ĵe,k({p j }) will lead to an overly
robust design (i.e., a pessimistic design). The constraint
tr{Ĵ−1

e,k({p j })} ≤ β can be formulated as an SDP. This SDP
(for a given value of �hws

k, j ) is of exactly the same form
as the non-robust SDP (14a)–(18), but in �̃k({p j }, G̃k) from
(18), νk, j (p j ) is replaced by ν̃k, j (p j ), �H

k ({p j }) is replaced
by �̃H

k ({p j }) and Jr (φ̂k, j ) is replaced by Qr (φ̂k, j , δk, j ). We
denote the solution as {ppess, j }.

3) Corrected Power Allocation: For the same guess of
�hws

k, j , we now account for Xk({ppess, j }) to obtain a less
conservative power allocation. This is achieved through the
following optimization:

ASDP
R : minimize

{p j },{G̃k }

∑

j∈Nb

1Tp j (35a)

subject to �̃(G̃k; β) � 0, ∀k ∈ Na (35b)

�̃k({p j }, G̃k; Xk({ppess, j })) � 0, (35c)

p j � 0, ∀ j ∈ Nb (35d)
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TABLE I

APPROXIMATE COMPLEXITY COMPARISON OF THE NON-ROBUST, POWER ALLOCATIONS WITH EXPECTATION AND ROBUSTNESS CONSTRAINTS, FOR N
SUBCARRIERS, L -PATH CHANNELS, Na AGENTS, Nb ANCHORS, Mq SAMPLES, AND Mmax ITERATIONS IN ALGORITHM 1

in which G̃k is an auxiliary matrix, �̃(G̃k; β) was defined
in (17), and

�̃k({p j }, G̃k; Xk({ppess, j }))
=

[
S({p j }; {ppess, j }) − G̃k �̃H

k ({p j })
�̃k({p j }) �({p j })

]

, (36)

where S({p j }; {ppess, j }) = ∑
j∈Nb

ν̃k, j (p j )Qr (φ̂k, j , δk, j ) +
Xk({ppess, j }). The solution to ASDP

R will be denoted by
{pcorr, j }. Note that the inclusion of the PSD matrix
Xk({ppess, j }) in (35c) will lead to a reduction in the allocated
power, i.e.,

∑
j∈Nb

1Tpcorr, j ≤ ∑
j∈Nb

1Tppess, j .
4) Complete Iterative Procedure: The complete procedure

proceeds as outlined in Algorithm 1. Starting from an ini-
tial guess of the power allocation, the �hws

k, j is determined
(see Section V-B.1). Then a conservative power allocation is
determined (see Section V-B.2), followed by a correction (see
Section V-B.3). Then the entire procedure (Section V-B.1 and
Section V-B.3) is repeated until a measure of convergence is
achieved. In our case, we consider the absolute value of the
relative change of the total power

|�P(m)
T ,multi| �

|P(m+1)
T ,multi − P(m)

T ,multi|
P(m)

T ,multi

,

with P(m)
T,multi = ∑

j∈Nb
1Tp(m)

j to be smaller than a given

threshold ξth, i.e., |�P(m)
T ,multi| ≤ ξth.

C. Robust Power Allocation for �hk, j ∈ H (2)
k, j

1) Worst-Case Channel: The worst-case channel for
�hk, j ∈ H (2)

k, j is found by solving

minimize
�hk, j ∈H (2)

k, j

λk, j . (37)

The optimization problem (37) is formed by a quadratic cost
function with linear constraints. This type of problems have no
closed-form solution, but it is well-known that it can be solved
with the simplex method, interior-point methods (IPMs), or it
can be transformed to SDP and solved as an SDP [16].

2) Pessimistic and Corrected Power Allocations: Similar to
Section V-B.2 and Section V-B.3, we can follow the same
iterative procedure from Algorithm 1.

Remark: Computational Complexity

The complexity of each of the methods can be determined
through an analysis based on the extension of the barrier
methods with the general inequality constraints [16]. The
result, expressed in terms of the number of Newton steps

and the complexity per Newton step, is detailed in Table I.
We note that with respect to the non-robust allocation, the
allocation with expectation constraints has a complexity that
is around M1.5

q times higher, while the robust allocation has a
complexity around Mmax times higher. Finally, the complexity
of the robust allocation with the CSM grows linearly with the
number of samples Mmax in the channel uncertainty set in
each iteration compared to the proposed algorithm, i.e., Mmax

multiplied by the Newton step complexity of the proposed
robust solution.

VI. SIMULATION RESULTS

In this section, we compare the performance of the non-
robust designs and proposed designs with expectation and
robustness constraints in terms of the total allocated power,
as well as the distribution of the power across subcarriers,
and the SPEB performance.

A. Simulation Setup

We consider a network with Nb = 4 anchors and Na = 4
agents. Each agent has a nominal position and nominal channel
to each of the anchors. Due to, for instance, movement, the
agents’ positions and the channels become uncertain. The
possible positions after movement are within an uncertainty
disk with radius �r = 40 m around the nominal positions
qk [m] ∈ {[±166.7 ± 166.7]T} for k ∈ {1, 2, 3, 4}, as shown
in Fig. 2. This position uncertainty then translates to angle
uncertainty with �φk, j ∈ [−δk, j ,+δk, j ], which is obtained
using simple trigonometric calculations. For the signals, we
set2 N/T = 10 MHz, and N = 32 subcarriers. All channels
have L = 5 taps. Examples of the magnitude of channel
frequency response associated with the nominal channels ĥk, j

generated randomly as CN (0, 5IL) from anchor 7 to all four
agents are presented in Fig. 3 (top). Channel uncertainties
are generated from the uncertainty region based on H1 with
ε = 0.6 visualized in the frequency domain in Fig. 3 (bottom).
To evaluate the different power allocations, we consider Nq =
150 possible channel and position realizations. Finally, we set
the SPEB threshold

√
β = √

0.5 = 0.7071 m and define the
maximum constraint violation

V max({p j }) �
√

P max({p j }) − √
β,

where

P max({p j }) � max
k=1,...,Na

P max
k ({p j }).

2The most usual working modes of long term evolution (LTE) are based on
the 5 MHz and 10 MHz operating bandwidth [17], [18]. Thus, we have chosen
10 MHz operating bandwidths in order to represent usual LTE positioning
conditions.
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Fig. 2. Network topology with four anchors (red triangles) and four agents
(blue dots) over the 1000 m × 1000 m map. The pink dots represent possible
positions due to uncertainty, and the dash-dot circle denotes the uncertainty
disk.

Fig. 3. Magnitude of the frequency response for channels between anchor
k = 7 and the agents: nominal response |FL ĥk, j | (top), response with channel
uncertainty |FL (ĥk, j +�hk, j )| (bottom).

We have considered five power allocation approaches:
• Benchmark: Power allocation is based on the true posi-

tions and channel coefficients after the movement. This
is (14a)–(14c) using the actual value of the channel and
agents’ positions. Note that this strategy is not causal, as
it relies on the positions after movement.

• Non-robust: Power allocation is based on the SDP
form of problem ANR in (14a)-(14c), using the nom-
inal positions and nominal channels. Note that the
resulting allocation may violate the SPEB constraint
when evaluated in the true positions with the true
channels.

• Expectation: Power allocation is based on AE in
(19a)–(19c) with the SDP reformulation of (23a)–(23d)
for Mq realizations of channel coefficients and positions
after movement. We have found that Mq = 25 is sufficient
(i.e., power allocations do not change significantly for
Mq > 25) and we use this value for the remainder of the
paper.

Fig. 4. Unicast: SPEB after movement vs SNR for 150 channel and position
values due to uncertainty after movement. The benchmark exhibits fixed SPEB
but a different power per realization. The proposed methods are designed
taking into account the uncertainty in the channels and agents’ positions, and
thus exhibit a fixed SNR, but varying SPEB. The arrows A → B indicate that
the allocation A was used, but the power of all the subcarriers is multiplied
by a constant so as to obtain the same total power as with allocation B .

• Robust H1: Power allocation is based on the solution of
the problem AR in (26a)–(26c) with channel uncertainties
modeled to belong to H (1)

k, j .
• Robust H2: Power allocation is based on the solution of

the problem AR in (26a)–(26c) with channel uncertainties
modeled to belong to H (2)

k, j . The upper bound on the per-

channel tap uncertainty is set to εl = ε/
√

L , so that
H (1)

k, j ⊃ H (2)
k, j .

For each of these power allocations, we determine the total
power as well as the actual SPEB for Nq = 150 realizations of
the channels and agents’ positions after movement. In addition,
we also evaluate the SPEB of the non-robust approach when
the power is increased to the same level as the approaches with
expectation and robustness constraints. The SDPs and convex
programs are solved using CVX [19].

B. Results and Discussion

Total Allocated Power: Fig. 4–5 show the result for unicast
and multicast transmissions, respectively. In these plots, we
show the SPEB vs SNRuni = PT,uni/σ

2
w and SNRmulti =

PT,multi/σ
2
w in which PT,uni = ∑

k∈Na

∑
j∈Nb

1Tpk, j and
PT,multi = ∑

j∈Nb
1Tp j . The performance of each method for

different channels and positions after the agents’ movement
within the uncertainty regions is investigated. The goal is to
show the importance of considering the channel and position
uncertainty for the power allocation in terms of increasing
the total power and the SPEB for unicast and multicast
transmissions.

For the unicast scenario (Fig. 4), the non-causal benchmark
method leads to an

√
SPEB of exactly 0.7071 m, while the

non-robust solution has a fixed power allocation, leading to
widely varying SPEB, depending on the positions and channels
after movement. We note that for all the 150 channels and posi-
tions under evaluation, the SPEB constraint is violated by the
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Fig. 5. Multicast: SPEB after movement vs SNR for 150 channel and position
values after movement. The benchmark exhibits fixed SPEB but a different
power per realization. The proposed methods are designed taking into account
the uncertainty in the channels and agents’ positions, and thus exhibit a fixed
SNR, but varying SPEB. The arrows A → B indicate that the allocation A
was used, but the power of all the subcarriers is multiplied by a constant so
as to obtain the same total power as with allocation B .

non-robust power allocation. The allocation with expectation
constraints requires slightly more power than the non-robust
design, but leads to a lower SPEB, with an average around
the target value of

√
β = 0.7071 m. Scaling up the power in

the non-robust design to a total level equal to the design with
expectation constraints leads to a slight improvement in the
SPEB (represented with the black markers in Fig. 4), but is
still much worse than the design with expectation constraints
in terms of the average SPEB. To show the performance of the
design with expectation constraints using the sampling average
in (20), the mean value of the SPEB using the design with
the sampling average is shown by the orange ‘*’ on top of
the green squares. It can be observed that using the design
with the sampling average in (20), the resulting allocation very
likely fulfills (19b) with the desired localization accuracy of√

β = 0.7071 m. The approximate performance of the mean
value of the sample average close to the desired accuracy of√

β = 0.7071 m can be justified using the sample average
approximation for stochastic programming problems [20]. The
two robust designs require even more power, but are able
to meet the SPEB requirement for each realization of the
channels and positions after movement based on H1 channel
uncertainty. We note that the robust H1 approach requires
more power than the robust H2 approach, what is logical
given that for the selected ε and εl the H1 uncertainty region
is larger than H2. This leads to the fact that the robust H2
for some values after the agent movement slightly violates
the benchmark

√
β = 0.7071 m due to the fact that the

upper bound on the per-channel tap uncertainty is set to
εl = ε/

√
L, so that H (1)

k, j ⊃ H (2)
k, j . As with the approach with

expectation constraints, scaling up the power of the non-robust
approach to the level of the robust approaches still violates
the SPEB constraint. This means that simply increasing the
power is not an efficient way to fulfill the SPEB bound in
the presence of channel and position uncertainty, and that the

Fig. 6. Evolution of SNRmulti for (top) robust H1 and (bottom) robust H2
based on the proposed algorithm and on the CSM with ε = {0.6, 0.4} and
εl = ε/

√
L .

inclusion of the uncertainty in the design itself is fundamental
to achieve a given performance without paying an excessive
penalty in power. For the multicast scenario (Fig. 5), we
observe similar trends. Interestingly, for all allocations, the
total required power for different power allocation methods
in unicast transmission is less than Na = 4 times the total
power in multicast transmission. This is due to the fact that
while unicast requires more transmissions, each transmission
can be optimized (in terms of total power and per-subcarrier
allocation) for each individual agent. Fig. 6–7 show the conver-
gence of the optimization solution and the maximum constraint
violation V max({p j }) with our algorithm and the CSM for the
uncertainty sets H (1)

k, j and H (2)
k, j with the upper bounds ε =

{0.6, 0.4} and εl = ε/
√

L and multicast transmission. It turns
out that after a few iterations, the proposed algorithm exhibits
similar performance to the solution obtained by the CSM.
Starting from the nominal values of the channel coefficients
and the agents’ positions both algorithms converge to very
similar solutions. Specifically, for the uncertainty sets H (1)

k, j and

H (2)
k, j with the upper bounds ε = {0.6, 0.4} and εl = ε/

√
L,

there is a small gap �PT,multi [dB] = {0.3, 0.15} (for robust
H1) and �PT,multi [dB] = {0.1, 0.025} (for robust H2). This
leads to a small deviation from

√
β = √

0.5 = 0.7071 m of
the order of V max({p j }) [cm] = {1.45, 0.161} (robust H1) and
V max({p j }) [cm] = {0.064, 0.013} (robust H2). Consequently,
the maximum constraint violation V max({p j }) is very small
compared to the target accuracy

√
β.

Power Across Subcarriers: We analyze the per-carrier allo-
cation for robust H1 case since the same argument can be
made for the other allocations. Fig. 8 shows the normalized
per-carrier allocations for multicast and unicast transmissions
together with non-robust allocations. We observe that sub-
carriers at the edges are used in all (i.e., robust and non-
robust) allocations (as also observed in [12]), while for other
subcarriers, robust and non-robust designs allocate power to
different subcarriers. This justifies the fact that a scaling of
the total power for the non-robust design cannot achieve the
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Fig. 7. Evolution of V max({p j }) for (top) robust H1 and (bottom) robust
H2 based on the proposed algorithm and on the CSM with ε = {0.6, 0.4} and
εl = ε/

√
L.

Fig. 8. Robust H1 power allocation based on (left) unicast transmission and
(right) multicast transmission for anchor 7.

same performance as the proposed designs. Moreover, the
unicast transmission allows different power across subcarriers
to achieve the desired value of SPEB for each agent. This
is the main reason why the total power increase for unicast
transmission is less than Na = 4 times the total power for
their multicast counterparts. Finally, it is worth mentioning that
the similarity between robust designs increases by reducing
the number of channel taps L. Particularly, using L = 1 the
performance of the robust designs with the assumptions H1
and H2 would be the same, since the channel vector reduces
to a scalar.

Performance of the Allocations for Different Uncertainties:
In Fig. 9–11, we investigate the performance of proposed
allocations for

√
β = 0.7071 m with different uncertainties

on the channel coefficients ε, εl = ε/
√

L, and �r [m] ∈
{0, 10, 20, 30, 40} for multicast and unicast transmissions. In
general, the required SNR for proposed designs increases by
increasing the channel and/or location uncertainties. From
Fig. 9–10, we observe that by going from �r = 0 m to
�r = 40 m for ε = √

Lεl = 0.6, the required increase of

Fig. 9. Required SNR with respect to channel uncertainty H1 and location
uncertainty with �r [m] ∈ {0(blue), 10(red), 20(black), 30(pink), 40(green)}
for (top) unicast and (bottom) multicast transmissions and

√
β = 0.7071 m.

Fig. 10. Required SNR with respect to channel uncertainty H2 and location
uncertainty with �r [m] ∈ {0(blue), 10(red), 20(black), 30(pink), 40(green)}
for (top) unicast and (bottom) multicast transmissions and

√
β = 0.7071 m.

the SNR is approximately 2 dB for unicast and 1 dB for
multicast with robust H1 and robust H2 allocations. For the
design with expectation constraints, by going from �r = 0 m
to �r = 40 m for ε = √

Lεl = 0.6, the required increase
of the SNR is approximately 1.1 dB for unicast and 0.9 dB
for multicast under H1 uncertainty, and 1.15 dB for unicast
and 0.8 dB for multicast under H2 uncertainty. Moreover, the
required increase of the SNR for the robust designs based
on channel uncertainties for a given location uncertainty is
around 6 dB for robust H1, 4 dB for robust H2, and 1dB for
H1 and H2 with expectation constraints, with multicast and
unicast transmissions. From Fig. 11, it is observed that the
maximum increase of the required SNR by only considering
the effect of location uncertainty (i.e., ε = √

Lε = 0)
is around 2.3 dB for robust design and 1.2 dB for design
with expectation constraints, with unicast transmission, and
around 1.4 dB and 0.8 dB with multicast transmission. From
the above observations, we conclude that the increase of the
required SNR based on the location uncertainty for a given
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Fig. 11. Required SNR with respect to location uncertainty �r[m] with ε = 0
for (top) unicast and (bottom) multicast transmissions and

√
β = 0.7071 m.

Fig. 12. Robust (top) H1 and (bottom) H2 power allocations based on the
proposed algorithm and the CSM after convergence with ε = {0.6, 0.4} and
εl = ε/

√
L.

channel uncertainty is much smaller than the increase of
the required SNR based on channel uncertainty for a given
location uncertainty especially for the robust designs.

Fig. 12 shows the power allocation after convergence for the
proposed algorithm and the CSM, respectively, for the same
conditions as in Fig. 6–7. We observe that both methods obtain
a similar power allocation, especially for the robust H2 case
and the robust H1 with ε = 0.4.

Comparison With Single-Carrier Allocations: Finally, we
compare the non-robust and proposed designs in single-carrier
transmissions with their multi-carrier counterparts. The EFIM
for the position of kth agent with single-carrier allocation is
given by [9]

Je(qk) =
∑

j∈Nb

ξk, j pk, j Jr (φk, j ),

where pk, j denotes the transmitted power from anchor j to
agent k,

ξk, j = 8π2W 2

c2 (1 − χk, j )
|αk, j,1|2

σ 2
w

,

Fig. 13. Relative change of total power in single-carrier vs multi-carrier
designs for different allocations.

where W = N/T is the effective bandwidth, χk, j denotes the
path-overlap coefficient, and αk, j,1 is the complex channel gain
of the first path. To make the comparison with multi-carrier
transmission possible, we set |αk, j,1|2 = ‖hk, j ‖2 and χk, j = 0.
Although this value of χk, j makes the comparison slightly
optimistic for single-carrier transmission since the partial
overlap of the L paths considered in the multi-carrier case
could increase the value of χk, j , this is considered acceptable
given that the goal is to show the advantage of multi-carrier
power allocation for localization. Fig. 13 shows the relative
total power increase �PT = (PT,sc − PT,mc)/PT,mc in single-
carrier transmission (with power PT,sc) compared to multi-
carrier designs (with power PT,mc) for the different allocations
and 50 channel realizations. For visualization purposes, the
powers have been sorted. The average relative power increases
for multicast are 7.8 (non-robust), 6.1 and 5.9 (expect. H1
and expect. H2), and 1.9 and 2.5 (robust H1 and robust H2,
respectively). For the unicast scenario, these gains increase
with an additional 50% for each approach. In general we
observe that multi-carrier transmission requires less power
than single-carrier transmission to achieve a given localization
accuracy, but this gain diminishes with increased robustness.

VII. CONCLUSION

We have addressed the problem of power allocation for
network localization under uncertainty in both channel and
user locations. We considered per-channel tap and norm-based
uncertainty. We first proposed a non-robust design based on
perfect network parameters for OFDM-based positioning via
SDP programming. To consider channel and location uncer-
tainties, power allocations with expectation and robustness
constraints of the SPEB for OFDM-based positioning with
multicast and unicast transmission have been developed. We
have observed that proposed designs outperform the non-
robust designs even by increasing the total power of the
non-robust design uniformly to the level of the proposed
allocations. Moreover, we showed that compared with loca-
tion uncertainty, channel uncertainty considerably affects the
required SNR especially for the robust design. Finally, we
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observed that the total required power for multi-carrier designs
was less than their single-carrier counterparts.

APPENDIX A
PROOF OF 
(xk, ym) = 0 FOR k 
= m

The terms 
(θ k, θm), 
(qk, qm), 
(θm , qk), and

(qk, θm) are zero for k 
= m. We start with 
(θ k, θm), and
continue with 
(qk, qm) and 
(θm, qk). By definition, we
have


(θ k, θm) = 2

σ 2
w

�
{

∂μH

∂θ k

∂μ

∂θm

}

, (38)

where μ is defined as

μ = [
μT

1 , . . . ,μT
Na

]T
, (39)

in which

μk = [
μT

k,Na+1, . . . ,μ
T
k,Na+Nb

]T
, (40)

and μk, j = �(tk, j )B j FLhk, j . Taking the derivative of μH with
respect to θ k leads to

∂μH

∂θ k
=

[
∂μH

1
∂θk

, . . . ,
∂μH

k
∂θk

, . . . ,
∂μH

Na
∂θk

]
. (41)

The only non-zero element in (41) is the term ∂μH
k /∂θ k , while

the only non-zero element of ∂μ/∂θm is the term ∂μm/∂θm .
So, the multiplication of these terms is zero for k 
= m.
A similar argument can be made for the terms 
(qk , qm),

(θm, qk), and 
(qk, θm).

APPENDIX B
PROOF OF PROPOSITION 1

The Lagrangian associated with the optimization prob-
lem (28) can be expressed as

L(�hk, j ; �k, j ) = (ĥk, j + �hk, j )
H� j (p j )(ĥk, j + �hk, j )

+ �k, j (‖�hk, j ‖2 − ε2), (42)

with the Lagrange multiplier �k, j ≥ 0. The KKT conditions
provide necessary and sufficient conditions for convex opti-
mization problems. From the KKT conditions, the Lagrangian
equation is

∇�hk, j L(�hk, j ; �ws
k, j ) |�hws

k, j
= 0. (43)

Using the Lagrangian equation (43), we obtain (29).

APPENDIX C
NUMERICAL SOLUTION FOR �k, j

To obtain the Lagrange multiplier �k, j for a given value of
p j , we use the Lagrangian equation

∂

∂�k, j
L(�hws

k, j ; �k, j ) |�ws
k, j

= 0. (44)

This leads to

‖�hws
k, j ‖2 = ε2. (45)

Replacing (29) in (45) and the eigen-decomposition � j (p j ) =
U j (p j )� j (p j )UH

j (p j ) with �gk, j = UH
j (p j )�hk, j and ĝk, j =

UH
j (p j )ĥk, j results:

L∑

l=1

γ 2
j,l

(γ j,l + �ws
k, j )

2 |ĝk, j,l |2 = ε2, (46)

in which γ j,l is the lth entry of the diagonal matrix of the
eigenvalues � j (p j ) and ĝk, j,l denotes the lth element of ĝk, j .
In principle, (46) can be efficiently solved using Newton’s
method. Among the roots of (46), we choose the one that
results the smallest value of the cost function λk, j . Note
that �k, j cannot be zero as it results λmin

k, j = 0. Moreover,
since the Newton’s method requires the initial value for the
Lagrange multiplier �k, j , we present the following proposition
that provides the necessary condition on the value of �k, j to
fulfill (46) and apply it as the initial value for the Newton’s
method.

Proposition 2: A necessary condition on �k, j to fulfill (46)
is �k, j > �max

k, j where

�max
k, j = max

l

(
γ j,l |ĝk, j,l |

ε
− γ j,l

)

.∀l ∈ {1, . . . , L} (47)

Proof: For ∀m, (46) can be written as
(
γ 2

j,m|ĝk, j,m |2 − ε2(γ j,m + �k, j )
2
) ∏

i 
=m

(γ j,i + �k, j )
2

+
∑

n 
=m

γ 2
j,n|ĝk, j,n|2

∏

i 
=n

(γ j,i + �k, j )
2 = 0.

Using the fact that γ j,l ≥ 0 with at least two non-zero values
since the minimum number of pilots to minimize λk, j is L +1
and �k, j > 0, the necessary condition for the above equality
to hold is to have negative term in parentheses for m ∈
{1, . . . , L}. This requires �k, j to be greater than the maximum
possible value of γ j,l |ĝk, j,l |/ε − γ j,l , for l ∈ {1, . . . , L}.
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