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Abstract— Localization accuracy of trilateration methods in
long term evolution (LTE) cellular networks, which are based on
time-of-arrival, may be highly degraded due to multipath and
non-line of sight conditions in urban and indoor environments.
Multipath mitigation techniques usually involve a high computa-
tional burden and require wideband signals to be effective, which
limit their adoption in certain low-cost and low-power mobile
applications using narrow-band signals. As an alternative to
these conventional techniques, this paper analyzes an expectation
maximization (EM) localization algorithm that considers the
skewness introduced by multipath in the LTE ranging error
distribution. The EM algorithm is extensively studied with
realistic emulated LTE signals of 1.4-MHz bandwidth. The EM
method is compared with a standard nonlinear least squares
(NLS) algorithm under ideal simulated conditions and using
realistic outdoor measurements from a laboratory testbed. The
EM method outperforms the NLS method when the ranging
errors in the training and test stages have similar distributions.

Index Terms—Statistical trilateration, skew-t distribution,
localization, LTE, expectation maximization algorithm.

I. INTRODUCTION

OBILE phone localization has been typically supported

by Global Navigation Satellite Systems (GNSS) or
network-based methods with coarse accuracy, such as cell
identification (CID). But the worldwide adoption of the Long
Term Evolution (LTE) in fourth-generation (4G) mobile net-
works is starting to change this paradigm. Complementary
methods based on the trilateration of LTE pilot signals are
specified in the standard [1] by the Third Generation Part-
nership Project (3GPP), such as the observed time differ-
ence of arrival (OTDoA) and the uplink time difference of
arrival (UTDoA). These trilateration methods estimate the
receiver position based on measurements of distances (ranges)
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between the receiver and base stations (BSs) with known
location. The use of pilot signals with up to 20 MHz of
bandwidth specified in LTE [2], e.g. cell-specific reference
signal (CRS), positioning reference signal (PRS) or sounding
reference signal (SRS), is of special interest for accurate
positioning in urban areas, where GNSS signal availability is
highly reduced.

Thanks to the tight network synchronization and
coordinated transmission, the main source of positioning
error using ranging-based trilateration techniques in LTE is
due to multipath and non-line of sight (NLoS) conditions [3].
Many techniques have been proposed to alleviate the effect of
multipath [4], [5] and for NLoS identification and mitigation,
such as in [6]-[9], but they typically require a known NLoS
probability or a high signal bandwidth in order to resolve
multipath. The NLoS problem can also be combated by
using multiple antennas within joint time-of-arrival (ToA)
and angle-of-arrival (AoA) methods, such as in [10]-[14],
however their use implies an extra implementation cost
due to the additional hardware required [6]. Still, the most
typical ranging techniques are based on the correlation of the
received signal with a pilot signal and the detection of the first
peak above a threshold, in order to compute the time-delay
estimation (TDE) or range estimation. These techniques,
called threshold-based estimators [4], perform well for
moderate to high signal bandwidth, such as the common LTE
system bandwidths of 5 and 10 MHz [15]. However, their
multipath mitigation capabilities are significantly decreased
for low signal bandwidths, such as 1.4 MHz, where multipath
reflections are not individually distinguishable. The bandwidth
allocated for positioning services is expected to become more
limited for Internet of Things (IoT) applications in LTE-M and
fifth-generation (5G) cellular networks, with the proliferation
of low-cost and low-power mobile devices. This context leads
to the challenging goal of finding positioning techniques
able to already achieve accurate localization with 4G LTE in
multipath environments for the lowest system bandwidth, i.e.,
by using only pilot signals over 1.4 MHz.

A complementary approach to multipath countermeasures
in the ranging estimation is to make use of a more elabo-
rate statistical signal model in the localization algorithm, as
in [16] and [17]. Multipath channels introduce skewness to the
error distribution of ToA or range measurements, as it has been
observed in [18] and [19] for ultra-wideband (UWB) networks.
Taking into account this skewed or asymmetric distribution in
the localization algorithm may give better performance than a
standard Nonlinear Least Squares (NLS) algorithm, which is
implicitly based on a Gaussian error model.
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Different non-Gaussian models for ranging errors have
been proposed, including, among others, the exponential (e.g.
in [8] for NLoS errors), log-normal, Weibull, generalized
extreme value [20], normal-Cauchy mixture [19], and normal-
exponential mixture [21] distributions. In [22] we considered
the skew-t distribution as a range error model and presented
an Expectation Maximization (EM) algorithm for trilateration.
We also showed how the parameters of a skew-t distribution
can be fitted to training data using a Gibbs sampler (GS).
Furthermore, in that paper simulations in idealized trilateration
models showed significant positioning accuracy improvements
over a standard NLS algorithm.

We chose the skew-t distribution in [22] because of the
following three desirable properties. First, the skew-t
distribution is a heavy-tailed distribution, which means that
it copes better with large deviations in the data than the
normal distribution. Second, the skew-t distribution allows us
to model asymmetry in the range error data. Third, solving the
trilateration problem under the assumption of skew-t distrib-
uted ranging errors is easy to implement, because the skew-t
distribution can be rewritten as a hierarchical model consisting
of a normal distribution with two auxiliary parameters, which
enables using a standard NLS solver in the localization task.

The third property explains why we picked the skew-t
distribution over mixture models. These models might be able
to model the range error distribution more precisely than the
skew-t distribution. However, using them for positioning is
often computationally inefficient. For example, in [18] it is
shown that for a Generalized Gaussian mixture error model,
which has only two Gaussian components, the computation
time for solving the trilateration problem is O(2X), where K
is the number of measurements. The computation time with
normal error model is, for comparison, O(K?). Furthermore,
the third property shows that the skew-t distribution is a
generalization of the normal distribution.

The aim of this paper is to provide a thorough study of the
applicability of skew-t range error modelling approach of [22]
in a realistic trilateration setting, and in particular, to evaluate
it as a multipath mitigation technique to LTE positioning
effective for the lowest signal bandwidth, where multipath
components are unresolvable. In this paper we fit skew-t
distributions to training data from 3GPP standard channel
models using the Gibbs sampler presented in [22], and analyze
the EM positioning accuracy in an LTE network using outdoor
ranging measurements obtained from a laboratory testbed.
The assessment of this statistical trilateration technique is
performed under harsh conditions by using emulated data and
the lowest system bandwidth of LTE, i.e., 1.4 MHz. Thus, the
practical performance of the skew-t trilateration algorithm is
validated in realistic conditions.

One of the objectives of modeling the range errors as
skew-t distributed is to include ranging measurements under
line of sight (LoS) and NLoS in a single statistical model.
Because it is challenging to distinguish LoS and NLoS channel
realizations from measurements in realistic conditions, our
model tries to provide a statistical characterization of the
distances over a medium term, where there are periods of time
of LoS and periods of NLoS. This approach results in a more
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robust positioning algorithm by modeling the channel effect
independently of LoS or NLoS conditions.

This paper is organized as follows. In Section II we provide
a review of the essential aspects of the trilateration prob-
lem, the skew-t distribution and the fitting to experimental
data using a GS, as well as a description of LTE chan-
nel models and ranging methods. Although the contents of
Sections II.A and II.B can be also found in [22], we consider
it pertinent to include them here to put the rest of the paper in
context and make it understandable. In Section III, we present
briefly the EM algorithm from [22], used for solving the
trilateration problem assuming skew-t distributed errors, and
the dilution of precision. We then apply in Section IV the
algorithms for positioning in an LTE network. After describing
the testbed, we fit parameters of skew-t and normal distribu-
tions to ranging errors from two LTE standard channel models.
Subsequently, we test the EM algorithm positioning perfor-
mance for both channels and compare it with the performance
of a standard NLS solver. Finally, we give some concluding
remarks and an outlook in Section V.

Notation: x and xi.; denote column vectors, H denotes a
matrix, and underscores are used to denote random variables
and random vectors in contexts where the distinction from
deterministic variables is useful.

II. MODEL FOR STATISTICAL TRILATERATION IN LTE

A. Statistical Trilateration

In this paper we use the following statistical formulation of
the trilateration problem [23]. Let the d-dimensional random
vector x;.; = X represent the unknown receiver location.
The K scalar measurements are modeled as

Yl (X =x%) = he(x) + 0 1

for k € 1,..., K, where the measurement function hy
R? — R models the measurement geometry, and the additive
errors vy, ..., Vg are mutually independent random variables.
Furthermore, X, vy, ..., 0 are mutually independent.

The prior probability density function (PDF) of x is denoted
as px, and the PDF of vy as p, . The posterior distribution
of x given the K-dimensional measurement vector yj.x =y
has the PDF

K
Paiy X1y) o px®) [ | poe Ok — hie(x)) . ©)
k=1

where o« means “proportional to”. A value of x that
maximizes (2) is called a maximum a posteriori (MAP)
estimate. If the prior distribution is “flat”, i.e. if px(x) o 1, the
MAP estimate coincides with the maximum likelihood (ML)
estimate.

In trilateration, the measurement function is the Euclidean
distance between the receiver and a base station at a known
location c¢y:

hi(x) = [1x — el 3)

The Jacobian of h = hj.x is the K x d matrix H whose kth
row is the transpose of a unit vector pointing from ¢ to X,
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that is,

ohp(x)  (x—cy)!
n,l:ng ox ||X—Cn|| ( )

B. The Skew-t Distribution

This subsection presents the skew-t distribution and some
of its properties that are needed later in this paper. For a more
extensive discussion we refer the reader, for example, to [24,
pp- 101 ff.] and [25].

A random variable z is said to have a skew-t distribution
with location &, scale o2, skewness 4, and v degrees-of-
freedom (DOF) if its PDF has the form

2 z—¢ z—¢ v+1
pg(z) = —l ( ) Tv+l A (z—¢ 2 > (5)
o o o v+ 202.)

where ¢, and T, denote the PDF and the cumulative distri-
bution function (CDF) of the standardized t-distribution. The
skew-t distribution is denoted z ~ ST (5, 02, A, v).

For v > 2 the mean and variance of z ~ ST (&, 02, 1, v)
are

E() = ¢ +0g00), var(z) = o> (U%Z - (guw) ©6)

vl (5L
% and 0; = w% e(-1,1).

The skew-t distribution has the following hierarchical
model. Let = ~ I" (v/2,v/2) and w ~ N (0, 1), which denote
the Gamma distribution with both shape and scale v/2 and the
standard normal distribution. Then t|(z = 7) = |ow/+/7] is a
half-normal (HN) random variable with PDF
2g¢> (tﬁ) ifr>0

g

where g, =

pi(1) = @)

0 otherwise

where ¢ denotes the PDF of the standard normal distribution.
Samples from the distribution ST (f, a2, A, v) can be drawn
from the conditional distribution

02). (8)

Zlt=11=r) ~N(§+
In the hierarchical representation (7 — 8), the conditional
random variable t|(z = z,z = ) has the distribution

i 1-682
1+

_s2
N (51 (z—=9), 175202) and the conditional random variable
7|(z = z) has the PDF
tlz =2) otV 2exp (=S (07 + ) RUNVD)L ()

where n = ¢ and ®(-) is the CDF of the standardized

o
normal distribution.

C. Fitting Skew-t Parameters Using a Gibbs Sampler

For fitting the parameters of a skew-t distribution to train-
ing data we apply the Gibbs sampling algorithm [26]. This
algorithm computes the statistics of the posterior distribu-
tions for the parameters given n independent ranging errors
vilé, 02, 2,v ~ ST (& 02, 4,v).
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The idea of the GS is to sample from the conditional
posterior distributions for each parameter separately when
sampling from the (multivariate) posterior is not feasible,
which is the case in our parameter estimation problem.

The algorithm works as follows. First, initial values
<), 0(20), A(0), V(0) are assigned to the unknown parameters.
Then the parameters are ordered and samples from the con-
ditional distribution of each parameter given the error data
01, and the current estimates of the remaining parameters
are drawn. This updating process is repeated Tp + 7' times.
The posterior means of the parameters are estimated by the
empirical sample means of the last 7 samples; the first Tj
“burn-in” samples are discarded. Other statistics, such as the
covariance and quantiles, can be computed from the samples
in a similar way.

For more details on how to use GS for skew-t parameter
fitting we refer the reader to [22].

D. LTE Ranging and Channels

Current and next-generation mobile cellular networks are
based on LTE systems, which are standardized by the 3GPP
consortium. These systems are able to provide communica-
tions and positioning services within the same signal trans-
mission. This is possible thanks to the use of multicarrier
signals, which allow a flexible allocation of resources. The
downlink transmission between BS and receiver or user
equipment (UE) is based on orthogonal frequency division
multiplexing (OFDM) modulation. The LTE downlink also
specifies the OTDoA trilateration method [1]. This positioning
method uses time-delay estimates or ranging measurements
performed with pilot or reference signals, such as CRS or
PRS. The most common ranging estimator is based on the
maximum likelihood (ML) approach as [16]

2
¢ =argmax { | > X (k,n) - b* (k) - e /| 1
i neN

(10)

where 7 is the time-delay, X (k, n) is the frequency received
signal at the k-th symbol and n-th subcarrier, b* (k,n) is
the conjugate of the pilot code, A is the set of reference
subcarriers, and N is the total number of subcarriers. However,
this estimator, so-called matched filter, has a poor performance
in multipath environments. Thus, threshold-based ranging esti-
mators are typically used to mitigate multipath [4], [5]. This
approach consists of finding the first resolvable path or first
peak of the correlation function above a certain threshold,
such as adaptive threshold or signal-to-noise ratio (SNR)-based
threshold [15]. This conventional ranging estimator is used as
a reference method in this paper, by considering a heuristic
threshold of —6 dB with respect to the maximum of the
correlation function.

LTE specifies OTDoA in [1] as a network-based trilateration
method, where the receiver position is calculated at a location
server. First, there is a request to locate the receiver either
initiated by the network or the receiver itself. Second, the
network allocates the necessary positioning resources, and the
receiver obtains the ranging measurements using assistance
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TABLE I
MAIN PARAMETERS OF THE STANDARD LTE CHANNEL MODELS

Tap EPA channel ETU channel
no. 7 (ns) SMR (dB) 7 (ns) SMR (dB)
1 0 0.0 0 -1.0
2 30 -1.0 50 -1.0
3 70 -2.0 120 -1.0
4 90 -3.0 200 0.0
5 110 -8.0 230 0.0
6 190 -17.2 500 0.0
7 410 -20.8 1600 -3.0
8 2300 -5.0
9 5000 -7.0

data provided by the network. Then, the location server
requests the synchronization offsets and locations of each BS.
Since this information is not provided to the receiver, its
position can only be computed at the location server. Finally,
the estimated position is sent back to the receiver.

The 3GPP consortium defines the minimum performance
requirements of the LTE standard. For this purpose, several
propagation channel models have been specified for simulation
and testing of the communication and positioning capabilities
of this cellular system. The main channel models adopted in
LTE are the Extended Pedestrian A (EPA), Extended Vehicular
A (EVA) and Extended Typical Urban (ETU), which are
intended to model multipath environments with low, medium
and large delay spread, respectively [27]. These are tapped-
delay line (TDL) models with time-varying channel coeffi-
cients with a Rayleigh fading distribution. Doppler shifts of
5 and 70 Hz are also used to represent low and high mobility
conditions, resulting in the EPAS and EVA70 or ETU70 mod-
els, respectively, whose main parameters are shown in Table I,
as specified in [27, Appendix B]. These channel models do not
consider distance-dependent LoS conditions, but their fading
events result in a probability of NLoS around 13%, 19%
and 37% for EPAS5, EVA70 and ETU70, respectively, which
has been calculated with 470680 channel realizations during
336.2 seconds and a LoS threshold of —6 dB. Thus, periods
of LoS and NLoS conditions are found using these channel
models. Advanced channel models are also specified in the
LTE standard, such as three-dimensional (3D) channel models
in [28] for indoor environments, but they are out of the scope
of this paper, where only outdoor macro-cell deployments are
considered.

The impact of multipath on the ranging error can be
approximately characterized by means of the mean delay
spread, also called center of gravity of the channel impulse
response (CIR), as in [29]. The mean delay spread is defined
by the power delay profile (PDP) for each channel realisation.
Fig. 1 shows the PDF of the mean delay spread for the 3GPP
standard channel models, considering the power delay profiles
defined in [27]. This PDF describes those tap delays with a
major contribution for a given channel model. Thus, Fig. 1
can be used to define non-resolvable or close-in multipath
scenarios, if most of the channel contribution is within a

7117
o2t """~ ————— *TS@1OORB i
T bbbl b »T.@75RB
01} :i_ ————————————————— *TS@SORB ]
1 r—— == —— == *TS @ 25 RB
11 " ____
%0.08- Ol | I -’Ts@15RB i
E |} | | ——»T @6RB
:5 1 | | | S
< 0.06H If ! | | | i
S |
o
1 | | |
004H 1 | | 1
I 1 | | |
I | | |
0.02H 111 | | | |——EPA5 model |1
i | | | EVA70 model
1 | AT T~ - | |= = ETU70 model
oluwd o +7 ) s . Tl P -
0 5 100 150 200 250 300 350 400 450
mean delay spread [m]
Fig. 1. PDF of the mean delay spread for EPAS, EVA70 and ETU70 channel

models, computed with 470680 channel realizations during 336.2 seconds.

sampling period 7; with respect to the LoS ray, such as
EPA, EVA or ETU models for the lowest system bandwidth
of LTE, i.e. 1.4 MHz with 6 resource blocks (RB). At this
low bandwidth, the multipath rays are non-resolvable, and
they limit the efficiency of multipath mitigation techniques.
Thus, positioning algorithms, such as statistical trilateration,
that are able to mitigate these effects are of special interest.
These advanced algorithms are evaluated in this paper only for
EPA and ETU channel, which represent mild and harsh multi-
path conditions, respectively, for 1.4-MHz system bandwidth,
where close-in multipath is predominant.

III. ESTIMATION OF THE RECEIVER POSITION
A. Positioning Using Expectation Maximization

In this subsection, we present the basics of the
EM algorithm for computing the MAP estimate X, i.e.
the mode of (2), for additive skew-t measurement errors.
The algorithm’s maximization step (M-step) is the standard
NLS problem. For details we refer the reader to [22].

Algorithm 1 shows the pseudo code of the method,
which starts with the M-step. Given K independent scalar
measurements y and assuming a multivariate-normal prior
distribution for x with mean m and covariance P, the M-step
is the computation of the mode of the conditional posterior

p(x(j)|y, tl(:j;l), rl(:j,;l)), that is,

X < argmin |(x —m)/P_1 (x—m)
X

. . 2
SE o (=m0 —g—o ")
+
o2 (1-62)
an

The minimization in (11) can be computed by any standard
NLS algorithm; we use the descending Gauss-Newton (dGN)
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Algorithm 1 Computing Position Estimate by EM
Input: ¢1.x, y, m, P, ngym (number of EM iterations) and
ngoN (number of descending-GN iterations)
Initialize x© <« m, t{?l)( <« —¢/0, and 11(:01)( <~ 1
for j =1 to ngm do '
Initialize X < xU~1, compute § <y — & — 5/1t1(:j1;1)
and R < o2(1 — 6%)diag{1/z’ ", ., 1/z¢ ™"
for i =1 to nggn do
Compute H « a};;,( (X) using (4)
Compute K < PH” (R + HPH) ' and
dgn < m — X+ K (y — h(X) — Hm + HX) (or
don < (H'R-'H)'H'R"! (h®) —§) if
P! =0, i.e. if prior is flat)
Compute f(X) using (12) with x < X
Set o < 1 and compute f(X + adgn) using (12)
with X < X + adgn
while /(X + adgn) > f(X) do
Set o < a/2, and compute f(X + adgN) using
(12) with x < & + adgN
end while
Set X < X + adgnN
end for
Set x/) «— % and compute for k = 1, .., K
0'2(1—6%)1)2
(yk—hk(x(.i>)—f—5izk(f"))2+4a2(1—5%)

t,ij) <~ up + ak\/g/erfcx (%ﬁ”")
where scaled complementary error function
erfcx < exp(x?)erfc(x) and

Uk < 2%1 (e = hex) =€), op <

end for

RUDS

o2(1-83)
20

algorithm (see e.g. [23]). The dGN gets its name from the scal-
ing factor a seen in Algorithm 1, which ensures a decreasing
cost function

769 =5 (6= m)'P~ (x— m)
+ (0 -H R B0 -9),  (12)
where § = y — & — 5”{:];1) and R = o2(1 — 62)

diag{1/t9™", ., 1/Y D). The scaling factor « is found by
line search.

Using (8), a hierarchical version of the measurement
model Xk|(§ =x)~ ST (é + hi(x), 02, 2, v) is

vl@E=x1, =1, = w)

1-02 ,
~ N &+ hi(x) + ot . ol B (13)
k

where the hyperparameters are f,|(z; = %) = |ow;//T]|
with w, ~ N(0,1) and z;, ~ I (v/2,v/2). In the EM
algorithm’s expectation step (E-step) the hyperparameters are
updated by setting them to the mean values of their conditional
distributions. For t,fj ) the conditional distribution is a truncated
normal distribution that rejects negative values, with center
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0'2(1—6;)

~2 - for
271(('/)

Uk = ﬁ (Yk — hx(x) —¢) and scale ox =
r,fj ) the conditional distribution is a Gamma distribution with
shape parameter v/2 and scale parameter

202 (1—83)v

. 2 :
(e = haex) =& =™ V) 40 (1 - 3)

In Algorithm 1, the update formula for # is written using the
scaled complementary error function erfcx, a special function
defined as exp(x?)erfc(x) that is available in mathematical
software libraries. The update formula presented in [22]
is mathematically equivalent but gives significant numerical
floating point computation errors for large negative values
of ur/or.

Since the trilateration problem in real-world applications
usually has to be solved in real time in mobile devices,
the EM algorithm rate of convergence is important. The
EM algorithm is known to converge very slowly for some
problems. However, according to Xu and Jordan [30], for
such problems also other gradient-based methods generally
show slow convergence. They also state that the EM converges
monotonically without requiring the user to set a learning
rate, a property that not all alternative approaches have.
Dempster et al. [31] show that the algorithm converges with
a linear rate and that this rate depends on the amount of
information inherent in the measurements. Our tests for [22]
showed that for the trilateration problem the EM algorithm
converges quickly; four iterations were enough to converge to
the EM’s position estimate.

If one is interested in the posterior mean and its covariance
rather than the posterior mode for the position estimate then
a Gibbs sampler [26] instead of the EM algorithm can be
applied. However, the GS is significantly slower than the
EM algorithm, because it requires significantly more sam-
ples (called iterations in the EM). In order to achieve the
same positioning accuracy as the EM method within the test
framework of [22] we had to use Tp = 500 burn-in and
T = 1000 retained samples, which resulted in a 400 times
higher computation time for the GS compared with the
EM. While for fitting parameters of skew-t distributions,
which usually is done offline, the running time is of sec-
ondary importance and confidence intervals for the esti-
mated parameters are more relevant, for online positioning
this increase in computation time prohibits real-time
positioning.

B. Dilution of Precision

The precision of a trilateration algorithm is highly affected
by the location of the receiver and BSs, which is defined
by the geometry matrix Hy 1.4 in (4). The position dilution
of precision (PDOP) is a metric to assess the geometry
quality of a certain position determination, which is written
in [32, p.149] as

-1
PDOP = \/trace [(Hz’l:de,l:d> ]

(14)
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Fig. 2. LTE positioning testbed at ESA’s Navigation Laboratory.

The PDOP measures the confidence level of the position
determination. A good geometry can be considered for PDOP
values below 5, being excellent below 2.

IV. RESULTS

This section assesses the performance of the EM and
dGN algorithms in realistic LTE conditions. For this purpose,
experimental results of these statistical trilateration techniques
are obtained by emulating real LTE signals and using an
LTE software receiver. The position accuracy is assessed by
considering the impact of multipath, propagation losses, and
geometry between mobile device and BS. Further ranging
impairments, such as shadowing, interference, or network syn-
chronization errors, have not been considered, in order to focus
on the assessment of the multipath counteraction capabilities
of the proposed positioning algorithm. The standard channel
models EPA and ETU are used to characterize the multipath
environments for the sake of reproducibility.

A. Explanation of the Testbed

The experimental results obtained in this paper are based on
the ranging measurements computed in an LTE testbed of the
European Navigation Laboratory (ENL) at the European Space
Agency (ESTEC, The Netherlands). As is shown in Fig. 2, this
testbed is divided into three parts:

1) RF signal emulation: LTE downlink signals are emulated
at a certain RF band by means of the two Spirent E2010S
network emulators, which are able to generate signals
for up to 4 BSs. The channel effects are generated with
a Spirent VRS HD spatial channel emulator. The power
of the received signals relative to the location of the
receiver and BSs are applied according to pre-computed
values with an LTE network simulator, such as in [33]
and in [34]. The distance-dependent propagation losses
are modeled according to the standard macro-cell layout
in [35], without considering the effect of shadowing.
The standard multipath channel models are then added
to each downlink signal.

2) RF signal capture: the RF emulated signal is down-
converted to baseband with a software-defined radio
(SDR), i.e., USRP N210 with DBSRX2 daughterboard,
which is a reconfigurable RF front-end. Then, the LTE
baseband signal is digitized and transferred to a com-
puter, which stores the real and imaginary part of the
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captured samples in a file. An active hydrogen maser
is used as an external reference clock for the SDR by
generating a very stable 10-MHz reference signal.

3) Baseband post-processing: the baseband samples are
post-processed with an experimental LTE software
receiver in MATLAB. As is described in [36], the main
modules of this LTE software receiver are the cell
detection, acquisition, tracking, and positioning.

The testbed is configured to transmit up to 4 BSs on the LTE
band 20, corresponding to a carrier frequency of 816 MHz,
with a bandwidth of 1.4 MHz. The emulated network of BSs
is tightly synchronized by the equipment, achieving a delay
within one sample between the radio frames transmitted by
different BSs. Since the aim of the paper is to assess the mul-
tipath counteraction capabilities of the proposed positioning
algorithm, the test experiment is designed to avoid and remove
additional impairments, such as interference, synchronization
offsets or tracking errors, which can induce loss of lock.
Thus, one BS is used to generate LTE signals with a high
SNR over an additive white Gaussian noise (AWGN) channel
(that is, with LoS conditions). Then, the signal tracking of
this BS allows a complete calibration and control of the
testbed. The rest of the BSs can be configured to emulate
a specific scenario, by varying the multipath environment and
the received power level. The delay corresponding to the signal
time-of-flight between BS and receiver is not emulated in order
to avoid synchronization and inter-cell interference errors at
the receiver. The EPA5 and ETU70 models are here used
to cover as many realistic scenarios as possible. The EPAS5
model is aimed to represent open environments and pedestrians
walking, whereas the ETU70 model is aimed to represent
urban environments with high mobility. The NLoS probability
due to multipath fading is approximately 13% and 37% for
EPAS and ETU70 channel models, respectively.

The tests are conducted in two sequential phases: calibration
and testing of the receiver. During the calibration phase, LoS
conditions are emulated for every channel. This allows the
receiver to estimate the network clock offsets. These clock
offsets, which are typically within 10ns, are obtained by
averaging the time-delay estimates over the calibration period,
i.e., 5 seconds in Section IV-B and 30 seconds in Section IV-D,
approximately. During the testing phase, one BS remains in the
same LoS conditions, while the specific multipath contribution
is reestablished on the rest of emulated channels. This phase
is used to test the trilateration algorithms proposed.

The LTE signals are captured by the USRP at a sampling
frequency of 2 MHz with a gain of 31 dB. Then, the LTE
baseband software receiver loads the data file of the signal
capture and downsamples the signal to 1.92 MHz. The cell
detection and acquisition is aided with the known cell ID
of each BS. Given the tight network synchronization, signal
tracking is entirely driven by the BS that only transmits high-
SNR signals over an AWGN channel. The accurate time-
delay and frequency estimates obtained using this BS provides
tracking updates to the remaining BSs, which are transmitting
LTE signals over multipath channels. Thus, one of the BSs is
dedicated for accurate signal tracking, while the rest of BSs
are used to obtain ranging measurements.
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The tracking architecture of the LTE software receiver is
based on a delay lock loop (DLL) and a frequency lock
loop (FLL), as it is described in [37]. These tracking loops
use the ML time-delay estimator and a usual frequency
estimator [37]. The ranging measurements are obtained with
a threshold-based estimator, as a conventional technique to
mitigate multipath [4], [15]. The first path detection is defined
by a threshold of 6 dB below the maximum correlation
peak. The TDE range is bounded to one sampling period T
(i.e., [—0.5T§, 0.5T;]) for both EPAS and ETU70 models, as
in [16]. In addition, the multipath impact of ETU70 model
is assessed for an extended boundary of [—0.57, 67]. Only
14 out of 40 CRS symbols per radio frame are considered,
which are those aligned in the same subcarrier positions
and with low inter-cell interference. These pilot symbols are
used for TDE and frequency estimation, as well as for SNR
estimation with the non-data-aided technique presented in [38].
Considering only the BS dedicated for signal tracking, its time-
delay and frequency offset estimates are averaged every radio
frame and filtered within the tracking loops. The sampling
period of the loops 71, is then equal to 10 ms, and the noise
bandwidth By, is set to 10Hz and 5Hz for the DLL and FLL,
respectively.

The ranging measurements are compensated by the network
clock offsets computed during the calibration phase. These
clock offsets include the time delay between the transmission
time of the BSs, with respect to the local oscillator of the
SDR. Thus, the compensated time-delay estimates are directly
assigned to the ToA measurements, without any impact from
synchronization or tracking errors. In order to emulate the
receiver location, the corresponding distance between receiver
and BS is added to the ToA measurements. Thus, the perfor-
mance of the statistical trilateration techniques is only affected
by multipath, noise, and the geometry of the network.

B. Fitted Distributions for Standard 3GPP Channel Models

In this section, we fit the parameters of a skew-t distribution
to training data consisting of ranging errors from the two
3GPP channel models EPAS and ETU70, with TDE ranges
limited to the intervals [—0.5, 0.5] and [—0.5, 6] in T units,
and nominal SNR around 24 dB. For comparison, we fit a
normal distribution to the training data as well and compute
for both fitted distributions the Kullback-Leibler divergence
(KLD, see e.g. [39]) and the Jensen-Shannon divergence
(JSD, see e.g. [40], [41]).

The training data consists of n = 56000 ranging errors
for each of the two channel models, which are computed in
separate tests. Two BSs are emulated for each test. The signal
from the first BS is the most powerful and it is affected only
by the AWGN channel. This signal is used for calibration
and tracking purposes in the coupled architecture described in
the previous section. The second BS is received with a lower
power level, and it is affected by EPAS or ETU70 channel.
For estimating the parameters of the skew-t distribution, the
hierarchical model (7 — 8) and JAGS [42], which is a program
that allows analyzing Bayesian hierarchical models by Gibbs
samplers, are used with the second BS signal. We run the GS,
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TABLE II

PARAMETER STATISTICS OF NORMAL AND SKEW-t DISTRIBUTIONS
FITTED TO RANGING ERROR DATA FROM EPAS5 AND ETU70
CHANNEL MODELS.

Channel & TDE  Distr. Para. 5%-ile Mean  95%-ile
EPAS normal g 154732 15.6604  15.8476
[—0.5,0.5] oN 224680 225996  22.7327
skew-t & 15.8720  16.0729  16.2699

o 9.1785 9.2501 9.3272

A -0.0487  -0.0258  -0.0035

v 2.0002 2.0031 2.0092

ETU70 normal g 54.9449 554001  55.8553
[—0.5,0.5] oN 54.6397 54.9596  55.2834
skew-t & 91.0094  96.4622  99.2513

o 53.1084  58.2403  60.8023

A -1.3885  -1.2580  -1.0117

v 5.8413 7.3108 8.1241

ETU70 normal g 67.9532  68.5548  69.1563
[—0.5, 6] oN 86.1217  86.5449  86.9725
skew-t & 51.6111 523925  53.1493

o 37.2048  37.5355  37.8999

A 0.2322 0.2528 0.2747

v 2.0550 2.0876 2.1222

as explained in Section II.C, twice with the initial parameter
estimates &) set to the empirical mean and 0(20 set to the
empirical variance of the errors; A is set to 0 and 1, and
V() = 5 for both runs. In both runs we use 200 “burn-in” and
500 retained samples. For each parameter, we apply a diffuse
prior; only for v a slightly informative prior, namely a uniform
distribution over the interval (2, 100) is used because v > 2
is necessary for the existence of variance.

The parameters of the normal distribution (mean x and
standard deviation oy) are fitted by maximum likelihood,
which does not require any initial parameter estimates.

Table II contains the estimate statistics for the parameters
of both fitted distributions. Column Mean shows the mean
estimate, and columns 5%-ile and 95%-ile show the 5 and
95 percentiles of each parameter.

Due to the large amount of training data the parameter
estimates yielded by the applied methods are very certain for
all parameters; the differences between the values in Mean,
5%-ile and 95%-ile are small.

For the EPAS channel model, the ranging errors are
unskewed, which causes similar values for the estimates of
the normal distribution’s mean u and the skew-t distribution’s
location £. However, the PDF of the two fitted distributions
differ significantly (see upper plot in Fig. 3). While the
normal distribution (black dashed line) is unable to capture the
normalized error histogram’s heavy tails and the concentration
of probability mass around its peak, the skew-t distribution
(blue line) captures the shape almost perfectly. This behavior
could be expected due to the small value of the estimated
DOF v. Both KLD and JSD are smaller for the fitted skew-t
distribution, meaning that it is a better fit than the normal
distribution.
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Fig. 3. Ranging error histograms with fitted normal and skew-t distrib-

utions for EPA5 channel model (upper), ETU70 channel model with TDE
[—0.5T§, 0.5T] (middle), and ETU70 channel model with TDE [—0.5T, 6T]
(lower, errors above 600 meters are not displayed).

The normalized histograms of ranging errors from the
ETU70 channel model for both TDE ranges also lack sig-
nificant skewness (see middle and lower plots in Fig. 3). For
TDE range [—0.5T}, 0.57;] the errors are more evenly spread
than for EPAS. Thus, it is not surprising that the PDFs of
both fitted distributions captures the histogram’s shape well.
Although the (unskewed) t-distribution approaches the normal
distribution only as v approaches infinity, already for values
around 20, there is hardly any visible difference between a
t-distribution and a normal distribution with same mean and
scale. This and the small skewness, explains that both normal
and skew-t fits are looking similar for the ETU70 channel. For
both distributions the KLLD and JSD values differ less strongly
than for the EPAS data, although skew-t is still the better fit
but by a smaller margin.

The huge amount of errors in the right-most bin was
expected, because the estimator works within a small range
(within one sampling period). Therefore, any error out of the
estimation boundaries will appear at the boundary value. The
cause for error beyond the estimation boundaries is multipath.

For the ETU70 channel model with TDE range
[—0.5T;,6T;] the skew-t distribution (blue line) is a
better fit than the normal distribution (black dashed line);
its KLD and the JSD values are smaller than the values of
the normal distribution. The lower plot in Fig. 3 shows only
ranging errors up to 600 meters, although the calibration data
contains errors of up to 1523 meters. However, these errors
are few and hardly visible in the histogram.

C. Numerical Experiment

Here we test the positioning with the EM algorithm for
the EPAS5 and ETU70 channel models with TDE ranges
[-0.5T,0.5Ts] and [—0.5 Ty, 6 T;], under the premise that
ranging errors are skew-t distributed with the parameters given
in column Mean of Table II. We compare the EM algorithm
with the standalone dGN, which assumes normal distributed
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TABLE III

POSITIONING ERROR QUANTILES FOR NUMERICAL EXPERIMENT
WITH ADDITIVE SKEW-t MEASUREMENT ERRORS WITH THE
DISTRIBUTION’S PARAMETERS TAKEN FROM COLUMN
Mean OF TABLE I1

Channel TDE range  Method  50%-ile  67%-ile  95%-ile
EPAS [-0.5,0.5] NLS 9.18 11.17 20.14
EM 6.24 8.01 17.89
ETU70 [-0.5,0.5] NLS 39.35 46.43 76.91
EM 22.44 30.64 68.04
ETU70 [-0.5,6] NLS 23.96 32.46 77.89
EM 23.95 30.76 72.93

errors. To avoid confusion, we use in the following NLS for
the standalone dGN, and dGN for referring to the descending
Gauss-Newton used inside the EM.

The aim of the numerical experiment is to discover how
both algorithms perform under perfect conditions in which
measurement errors in calibration data and testing data are
identically distributed. We will use the results in the next
subsection to analyze both algorithms’ performances when
applied to emulated data, where the assumption of identical
error distribution in general does not hold.

For this test, we use a similar setup as in [22]. In this
section X is a two-dimensional position and we assume it has
the prior distribution

X ~MVN(m,P) = MVN ([J],10001,2),  (15)

where MVN(., -) denotes a bivariate Gaussian distribution with
given mean and covariance matrix. Four BSs are located at the
corners of a 1000-by-1000 square centered at m, resulting in
an excellent geometry with PDOP values below 2 inside the
square.

For each channel model and TDE range, 1000 receiver
positions are drawn from the prior distribution (15). Using (3)
for computing the true distance hi(x) between the receiver
position and the BS location, K = 12 independent dis-
tance measurements (three to each BS) are drawn from
¥,/ =x)~ ST (€ +he(x), 0%, 2,v).

The hyperparameters used in the EM by the hierarchical ver-
sion (13) of the measurement model are initialized as 7 < 1
and #x < —Median/ 02 yeqian» Which ensures that the dGN finds
the minimizer of the likelihood for Gaussian noise. For the
EM algorithm 4 iterations are performed, and in each M-step
4 iterations of the dGN algorithm are performed. The NLS
used for comparison also runs 4 iterations. In both the EM
and the NLS algorithms the number of repetitions to find a
suitable scaling factor a is limited to 5.

Table III presents the error statistics for both algorithms.
The 50%-ile, 67%-ile and 95%-ile are the quantiles of all
positioning errors, which are defined as the Euclidean dis-
tance (cf. (3)) between the true position x and the position
estimate X. The EM algorithm has always approximately five
times higher computation time than the NLS, as explained
in [22].

For all three cases EM outperforms NLS in each of the three
error statistics. But rates of improvement differ significantly.
While the error quantiles for the EPAS channel and ETU70
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channel with TDE range [—0.57;, 0.5 75] are significantly
reduced, the improvements for the ETU70 channel with TDE
range [—0.5 T, 6 T;] are less significant.

It is important to note that we neglect the influence of
the SNR in this test. That is, SNR is arbitrarily high and
there is only a multipath and geometrical impact on the
receiver localization, hence without considering the variation
of received power with distance between the receiver and
the BS. In the following section, a more realistic scenario is
considered, where the SNR varies depending on the receiver
distance.

D. Test With Real-World Emulated Data

Real-world conditions are tested in this section by emulating
an LTE macro-cell deployment using the testbed described in
Section IV-A. Most of the possible receiver locations are tested
by considering the received power at each point and EPAS or
ETU70 channel models. The performance and computational
complexity of the EM and NLS algorithms are then assessed.

The test is based on an LTE network deployment over
a 2km-by-2km area with seven BSs. This is the typical
cell layout specified in [35] with three-sectorial macro-cells
(i.e. 3 dB-beamwidth corresponding to 65 degrees), located
in a hexagonal grid with inter-site distance of 750 meters
(the arrangement of BSs can be seen in Fig. 10). The PDOP
values of this deployment are between 1 and 2, resulting in an
excellent geometry for positioning. The receiver locations are
defined in a grid of 50 m squares, resulting in 1681 grid points.
The received signal power from each BS is computed as
in [34], considering the standard network parameters in [35].
Since only ranging measurements from the three most pow-
erful BSs are considered for each grid point, without loss of
realism, only three BSs are emulated over EPA5 or ETU70
multipath channels for positioning purposes, while using one
extra BS over AWGN channel for tracking purposes.

The LTE software receiver provides 280 measurements at
each grid point, because there are 14 measurements per radio
frame and 20 radio frames per grid point. Determining one
position estimate uses four ranging measurements per BS,
meaning that a total of 12 measurements are used in the
EM or NLS algorithm. Given the 280 measurements per BS,
we are able to compute 70 position estimates per grid point.
The average of these estimates is then used to obtain the
positioning error in that grid point.

For the EM algorithm, we assume ranging measurements
being distributed as

Yilx ~ ST (5Mean + hi(x), O-I%/Iean’ AMean VMean); (16)

and for the NLS algorithm, we assume ranging measurements
being distributed as

yelx ~ N (fviean + (), oy, ) (17)

where the parameter values are taken from column Mean in
Table II.

We modify both methods such that the number of iterations
in EM ngwm, in its dGN nggn, and in NLS nnps are not fixed
but rather using threshold values. If the position estimates of
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Fig. 4. Empirical CDFs of positioning errors for positioning tests of example
topology. Upper plot shows the CDFs for the EPAS channel model, plot
in the middle shows CDFs for ETU70 channel model with TDE range
[—0.5T,0.5T5], and lower plot shows the CDFs for the ETU70 channel
model with TDE range [—0.5 T§, 6 Ts].

two consecutive iterations in either of the algorithms are closer
than 1 meter to each other, the corresponding algorithm is
terminated and the current estimate X is returned. To avoid

infinite loops we use upper limits ngy = 50, ngéy = 50 and

n\is = 50; and similar to Section IV-B, we use a maximum
of 5 iterations to find a suitable scaling factor a.

For both methods, we assume a multivariate-normal prior
distribution for x with the mean being the center of the three
most powerful BSs from which ranging measurements are
available, i.e., the initial position estimate is considered at the
barycenter of the three most powerful BSs, and the covariance
matrix is P = 1000% m? Irx».

1) Positioning Errors: Fig. 4 shows the empirical CDFs
of the positioning errors in the tests. The results are as
expected for the EPAS channel and for the ETU70 channel
with TDE range [—0.5 T, 6 Ti]. For ETU70 with TDE range
[—0.5 T, 0.5 T] the results, however, differ from the results
in Section I'V-C.

An analysis of the errors in the ranging measurements
used for positioning can partly explain these results. Fig. 5
shows the histograms of ranging errors in the measurements
used for positioning (labeled as test data). The shape of the
error distribution in training and test data is similar for the
EPAS5 channel, but the test data’s histogram is shifted to
the left. Both normal and skew-t distribution (fitted to the
training data in Section IV-B) model the errors in the test
data less precisely; their KLD values increase significantly.
This means that there is a significant mismatch between the
error models used by EM and NLS and the error distribution
in the test data. Furthermore, the EM looses its edge over
the NLS because both their error models are almost equally
good (similar KLD values), which explains why the EM is not
performing significantly better than the NLS for TDE range
[—0.5T;, 6 T].

For the ETU70 channel with TDE range [—0.5 T, 0.5 7]
normal and skew-t distribution have a similar KLD with
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and weakest BS (BS3), average of all 3 BSs (mean) and in training data.

respect to the test data, which explains why the EM is not
outperforming the NLS. However, it does not explain why the
NLS performs better than the EM algorithm. This performance
is mainly due to the impact of noise, which is discussed in
the following section.

2) Effect of SNR: Another reason for the EM algorithm’s
poor performance seems to be the varying SNR in the posi-
tioning test. In the training the nominal SNR is around 24 dB.
However, in the test data, the received power from each of the
three BSs is different depending on the receiver location. Fig. 6
shows the PDFs of SNR estimates in the training data. In most
of the cases the signal of BS 1 is the most powerful and the
signal of BS 3 is the weakest. Thus, the noise affecting each
ranging measurement may be more severe than the effect of
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Fig. 7. Ranging error distribution for the three BSs in the EPAS test.

multipath. As a result, the expected error distribution changes
with respect to the prior distribution for the ranging measure-
ment of each BS, decreasing the positioning performance of
the statistical trilateration technique.

Fig. 6 shows also the histogram of the average SNR per
three BSs and per radio frame, i.e., every 10 ms or every
14 measurements, for the EPAS and ETU70 scenarios. These
histograms are compared with the SNR histogram of the
training data used in Section IV-B. As it can be seen, the
SNR of BS 2 and 3 are lower than those used in the training
scenario, which we used for fitting the parameters of normal
and skew-t distribution. In addition, the SNR values for the
EPAS5 channel model are slightly higher than for the ETU70
channel model, because of the ETU70 model’s more frequent
fading events.

The ranging error distribution for the EPA5 channel model
differs significantly for the three BSs (see Fig. 7). This
means that the error distribution changes for varying SNR.
For BS 1, which has high SNR values, it closely resamples
a t-distribution, which is in line with our findings in
Section IV-B (see Table II and Fig. 3). However, for low
SNR values, which are observed for BS 3, the ranging error
distribution closely resembles the normal distribution shown
in Fig. 3.

An analysis of the performance of EM and NLS based on
average SNR of the three BSs used for positioning reveals that
for high average SNR the EM outperforms the NLS, but for
low SNR the NLS yields similar or slightly better positioning
accuracy. This analysis supports our belief that for low SNR
the EM algorithm is unable to correctly infer the channel
parameters given the high SNR training data. One way to
address this problem would be to use a SNR-dependent error
model. For example, we could fit the parameters of skew-t
distributions to ranging error data with high SNR and to data
with low SNR. In the positioning phase we would then choose
one of the two error models or a combination based on the
observed SNR.

The previous discussion also applies for the ranging error
distribution obtained with the ETU70 tests, as is shown
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in Fig. 8 and Fig. 9. The variation of the SNR in the
test data with respect to the calibration data introduces a
mismodeling of the channel impact. As the noise increases,
the ranging error distribution becomes wider, and a small bias
is introduced towards the negative side of the distribution.
The effect of this mismatch results in a significant degradation
on the EM performance, which is higher for the large TDE
range, i.e., [—0.5 T, 6 T], than for reduced TDE range, i.e.,
[-0.5T,0.5T;]. The NLS algorithm only benefits from the
increase of the impact of noise, inducing a Gaussian distri-
bution, for the TDE range [—0.5 7§, 0.5 T]. In contrast, the
large deviations with the TDE range [—0.5 T, 6 T;] result in
a worse performance of the NLS method with respect to the
EM method. In a practical scenario, a restrictive TDE range,
e.g. [-0.5T;, 0.5 Ts], requires a very accurate acquisition or
a robust tracking architecture, thus a large TDE range, e.g.
[-0.5T;, 6 T], is more common in order to cover most of
the multipath delay spread. For instance, the TDE search
window is set to twice the cyclic prefix length in [15], i.e.,

IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 15, NO. 10, OCTOBER 2016

y [m]

Position error [m]

- 99%00

x
X [m]

-500 500 1000

Fig. 10. Mean position error under ETU70 channel using EM algorithm,
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approximately 9 us. Thus, the proposed EM algorithm should
be more applicable to practical conditions than the NLS
algorithm, because it is shown to be more robust than the
NLS for large deviations in the ranging errors, even if there
is a mismatch in the ranging error model.

In Fig. 4 we notice that EM and NLS produce large
position errors, i.e., above 100 meters, for 10% (EPAS)
to 20% (ETU70) of the receiver locations. The analysis for
the SNR effect reveals that those large positioning errors
occur in locations with low average SNR from the three
observed BSs. In order to get a better understanding under
which circumstances both algorithms fail to provide reasonable
position estimates, let us consider Fig. 10. It shows the
EM position errors for all 1681 grid points in the ETU70
scenario, which used parameter estimates fitted to the whole
training data. We limit the displayed errors to a maximum of
100 meters. Similar heat maps are obtained for the NLS and
for the rest of scenarios, but they are not shown here due to
space limitations. From the map we notice that the locations
with poor position estimates are far from the prior position
estimate, which was chosen to be the center of the 3 BSs
observed in that location. The measurements do not provide
significant additional information at these locations due to
their low SNR [3]. Therefore, the posterior position estimate
(i.e. the MAP estimate) will not differ significantly from the
prior estimate, which results in a large positioning error.

3) Consistency of Position Estimates: Achieving high posi-
tioning accuracy in the dark red regions of Fig. 10 seems to
be impossible or at least computationally unfeasible. However,
one can try to detect those unreliable position estimates.

As an example, the unreliable position estimate can be
detected if the SNR estimation is below a certain threshold.
However, a better alternative can be based on the position
estimate’s covariance matrix, because it provides information
on how certain the algorithm is about the position estimate.
Since the EM yields the MAP estimate, this information is not
directly available. The Gibbs sampler, which has been used
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TABLE IV

AVERAGE NUMBER OF ITERATIONS USED BY dGN, EM AND
dGN USED INSIDE THE EM ALGORITHM (dGN-EM) IN
THE TEST WITH REALISTIC EMULATED LTE DATA

Channel TDE Method  5%-ile  Mean  95%-ile
EPAS [-0.5,0.5] NLS 2.99 4.67 8.54
EM 3.87 5.76 9.49
dGN 2.00 2.31 3.02
ETU70 [-0.5,0.5] NLS 3.14 5.18 8.56
EM 6.14 7.45 10.83
dGN 2.25 2.76 3.81
ETU70 [-0.5, 6] NLS 3.36 5.34 8.51
EM 5.33 6.53 11.66
dGN 2.37 2.84 3.68

for fitting the parameters of the skew-t distributions to the
training data, could be used instead. It would yield a normal
distribution for the position estimate. However, the GS is
extremely slow. Thus, the most viable approach is to compute
a covariance matrix inside the EM. An applicable approach
is described in [43, pp. 114 ff.], where the authors show how
to compute an approximation for the observed information
matrix if measurement errors are assumed to be independently
identically distributed.

4) Complexity: As mentioned above, the EM requires more
computations than the NLS. Thus, let us look at the number
of iterations used in both dGN and EM algorithms. In [22],
the dGN and the EM have been analyzed with respect
to the number of mathematical operations from 5 different
classes they require. The overall numbers of mathematical
operations required by dGN and EM are O(ngonK?) and
O(ngmndagNK 3) respectively. Table IV shows the mean as well
as the 5 and 95 percentile values of the average number (over
the 70 positioning attempts) of iterations used in a single grid
point. For our threshold values of 1 meter for NLS, dGN and
EM, the EM and the NLS use more than the 4 iterations that
we used in [22], while for the dGN that is applied inside the
EM, in general, fewer than 3 iterations are necessary. Thus, in
our tests the increase in computational demand when switching
from the NLS to the EM is on a similar level as shown in [22],
i.e., approximately five times higher.

5) Influence of Measurement Quantity: Finally, we want
to summarize our results on the influence of number of
measurements used for positioning. The accuracy of both NLS
and EM improves if more than 4 measurements from each of
the 3 BSs are used, and worsens if fewer than 4 measurements
are used. The shapes of the positioning error CDFs are similar
to the ones in Fig. 4. For the ETU70 scenarios the percentage
of cases in which the EM performs better than the NLS
increases slightly when fewer measurements are available.
This can be explained by the fact that outliers are not so
influential in NLS when there are many measurements, thus
there is not so much advantage using a robust estimator like
EM in its place.

V. CONCLUSIONS
In this paper we provide an extensive trial of the Expec-
tation Maximization (EM) algorithm that was proposed
in [22] for solving the trilateration problem in scenarios with
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TOA-based range measurements and skew-t distributed mea-
surement errors. The paper focuses on the evaluation of the
EM algorithm’s positioning performance using LTE ranging
data obtained in a laboratory testbed with realistic conditions.

We start by fitting parameters of skew-t and normal distrib-
utions to ranging error data from two 3GPP standard channel
models. The fitted skew-t distributions provide significantly
better approximations for the error data than the fitted normal
distributions (lower KLLD and JSD values). When the errors
in the range measurements follow the fitted skew-t distrib-
utions the EM algorithm outperforms a standard Nonlinear
Least Squares (NLS) algorithm. In the error quantiles we see
improvements of up to 43%.

However, if the channel conditions during generation of
calibration data and test data differ, then the EM does not
necessarily provide better positioning accuracy than the NLS
algorithm. Changes in the channel conditions cause changes in
the ranging error distribution. Therefore, the error model used
in the EM algorithm, the skew-t distribution, is not correct
anymore, which results in a weaker positioning accuracy of
the EM algorithm. This also happens for the NLS algorithm’s
error model, the normal distribution, which is not correct
due to the model mismatch. However, because the skew-t
distribution provides a better fit than the normal distribution
to the calibration data due to the use of two additional
parameters, it is more vulnerable to changing patterns in the
error distributions.

We notice a significant mismatch in the error distributions
of calibration and test data for the EPAS channel model,
which explains the EM algorithm’s poorer performance than
the expected positioning accuracy. Our analysis shows that
for the EPAS5 channel model the ranging error distribution
depends strongly on the measurements’ SNR. Thus, to improve
the EM accuracy one could modify the algorithm such that it
uses a SNR-dependent skew-t error model. Developing such
an algorithm is left for further research.

The analysis of the ETU70 channel model shows a high
impact of the multipath delay spread on the ranging error
distribution. For this channel model, the EM suffers when
only one sampling period of time-delay estimation range
is used, because then large positive ranging errors are not
captured. These ranging errors stem mostly from NLoS range
measurements, which are usually larger than the true distance
between transmitter and receiver [5]. The probability of NLoS
in the ETU70 model is around 37% (for the EPAS model it
is only 13%). By increasing the estimation range (in order to
cover most of the delay spread), the EM regains its edge over
the NLS.

To summarize, the proposed EM algorithm is shown to be
more robust than the NLS for large deviations in the ranging
errors. The EM algorithm uses the NLS in its M-step; and for
the E-step closed-form equations are presented in this paper.
However, future work should compare the EM algorithm and
the skew-t error model with other algorithms and distributions
proposed in the literature in terms of positioning accuracy
and computational demand. Furthermore, its applicability to
received signal strength and direction of arrival-based trilater-
ation could also be investigated.



7126

[1]
[2]
[3]
[4]

[5]

[6]

[7]

[8]

[9]

[10]

(1]

[12]

[13]

[14]

[15]

[16]

(17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 15, NO. 10, OCTOBER 2016

REFERENCES

E-UTRAN; Stage 2 Functional Specification UE Positioning E-UTRAN,
Std., Rel. 13, document. 3GPP TS 36.305, 2015.

E-UTRA; Physical Channels Modulation, Std., Rel. 9, document 3GPP
TS 36.211, 2009.

M. Z. Win et al., “Network localization and navigation via cooperation,”
IEEE Commun. Mag., vol. 49, no. 5, pp. 56-62, May 2011.

D. Dardari, C.-C. Chong, and M. Z. Win, “Threshold-based time-of-
arrival estimators in UWB dense multipath channels,” IEEE Trans.
Commun., vol. 56, no. 8, pp. 1366-1378, Aug. 2008.

D. Dardari, A. Conti, U. Ferner, A. Giorgetti, and M. Z. Win, “Ranging
with ultrawide bandwidth signals in multipath environments,” Proc.
IEEE, vol. 97, no. 2, pp. 404-426, Feb. 2009.

I. Giivenc and C.-C. Chong, “A survey on TOA based wireless localiza-
tion and NLOS mitigation techniques,” IEEE Commun. Surveys Tuts.,
vol. 11, no. 3, pp. 107-124, 3rd Quart., 2009.

S. Marano, W. M. Gifford, H. Wymeersch, and M. Z. Win, “NLOS
identification and mitigation for localization based on UWB experimen-
tal data,” IEEE J. Sel. Areas Commun., vol. 28, no. 7, pp. 1026-1035,
Sep. 2010.

H. Chen, G. Wang, Z. Wang, H. C. So, and H. V. Poor, “Non-line-of-
sight node localization based on semi-definite programming in wireless
sensor networks,” IEEE Trans. Wireless Commun., vol. 11, no. 1,
pp. 108116, Jan. 2012.

Z. Xiao, H. Wen, A. Markham, N. Trigoni, P. Blunsom, and J. Frolik,
“Non-line-of-sight identification and mitigation using received signal
strength,” IEEE Trans. Wireless Commun., vol. 14, no. 3, pp. 1689-1702,
Mar. 2015.

H. Tang, Y. Park, and T. Qiu, “A TOA-AOA-based NLOS error mitiga-
tion method for location estimation,” EURASIP J. Adv. Signal Process.,
vol. 2008, no. 1, 2007, Art. no. 682528.

C. K. Seow and S. Y. Tan, “Non-line-of-sight localization in multipath
environments,” IEEE Trans. Mobile Comput., vol. 7, no. 5, pp. 647-660,
May 2008.

S. Al-Jazzar, M. Ghogho, and D. McLernon, “A joint TOA/AOA
constrained minimization method for locating wireless devices in non-
line-of-sight environment,” IEEE Trans. Veh. Technol., vol. 58, no. 1,
pp. 468-472, Jan. 2009.

M. Z. Win and Y. Shen, “On the accuracy of localization systems
using wideband antenna arrays,” IEEE Trans. Commun., vol. 58, no. 1,
pp. 270-280, Jan. 2010.

Y. Xie, Y. Wang, B. Wu, and X. You, “Mobile localisation with TOA,
AOA and doppler estimation in NLOS environments,” Trans. Emerg.
Telecommun. Technol., vol. 23, no. 6, pp. 499-507, 2012.

W. Xu, M. Huang, C. Zhu, and A. Dammann, “Maximum likelihood
TOA and OTDOA estimation with first arriving path detection for 3GPP
LTE system,” Trans. Emerg. Telecommun. Technol., vol. 27, no. 3,
pp- 339-356, 2016.

J. A. del Peral-Rosado, J. A. Loépez-Salcedo, G. Seco-Granados,
F. Zanier, and M. Crisci, “Joint maximum likelihood time-delay esti-
mation for LTE positioning in multipath channels,” EURASIP J. Adv.
Signal Process., vol. 2014, no. 33, p. 13, Feb. 2014.

X. Li and K. Pahlavan, “Super-resolution TOA estimation with diversity
for indoor geolocation,” IEEE Trans. Wireless Commun., vol. 3, no. 1,
pp. 224-234, Jan. 2004.

P. Miiller, H. Wymeersch, and R. Piché, “UWB positioning with gener-
alized Gaussian mixture filters,” IEEE Trans. Mobile Comput., vol. 13,
no. 10, pp. 2406-2414, Oct. 2014.

M. Kok, J. D. Hola, and T. B. Schon, “Indoor positioning using
ultrawideband and inertial measurements,” IEEE Trans. Veh. Technol.,
vol. 64, no. 4, pp. 1293-1303, Apr. 2015.

N. A. Alsindi, B. Alavi, and K. Pahlavan, “Measurement and modeling
of ultrawideband TOA-based ranging in indoor multipath environ-
ments,” IEEE Trans. Veh. Technol., vol. 58, no. 3, pp. 1046-1058,
Mar. 2009.

B. Alavi and K. Pahlavan, “Modeling of the distance error for indoor
geolocation,” in Proc. IEEE Wireless Commun. Netw. Conf. (WCNC),
vol. 1. Mar. 2003, pp. 668-672.

P. Miiller and R. Piché, “Statistical trilateration with skew-t errors,” in
Proc. Int. Conf. Localization GNSS (ICL-GNSS), Jun. 2015, pp. 1-6.
R. Piché, “Estimation of model parameters,” in Mathematical Modeling
With Multidisciplinary Applications, X.-S. Yang, Ed. New York, NY,
USA: Wiley, 2013, pp. 169-190.

A. Azzalini, The Skew-Normal and Related Families. Cambridge, U.K.:
Cambridge Univ. Press, 2014.

[25]

[26]

[27]

(28]

[29]

(30]

(31]

[32]

[33]

[34]

[35]

[36]

[37]

(38]

[39]
[40]

[41]

[42]

[43]

T. I. Lin, J. C. Lee, and W. J. Hsieh, “Robust mixture modeling using
the skew ¢ distribution,” Statist. Comput., vol. 17, no. 2, pp. 81-92,
Jun. 2007.

A. E. Gelfand and A. F. Smith, “Sampling-based approaches to cal-
culating marginal densities,” J. Amer. Statist. Assoc., vol. 85, no. 410,
pp- 398-409, 1990.

E-UTRA; User Equipment (UE) Radio Transmission Reception, Std.,
Rel. 9, document 3GPP TS 36.101, 2014.

E-UTRA; Study 3D Channel Model for LTE, Std., Rel.
document 3GPP TR 36.873, 2015.

J. A. del Peral-Rosado, J. A. Lopez-Salcedo, G. Seco-Granados,
F. Zanier, and M. Crisci, “Analysis of positioning capabilities of 3GPP
LTE,” in Proc. 25th Int. Tech. Meeting Satellite Division ION, Sep. 2012,
pp. 650-659.

L. Xu and M. I. Jordan, “On convergence properties of the EM algorithm
for Gaussian mixtures,” Neural Comput., vol. 8, no. 1, pp. 129-151,
1996.

A. P. Dempster, N. M. Laird, and D. B. Rubin, “Maximum likeli-
hood from incomplete data via the EM algorithm,” J. Roy. Statist.
Soc. B (Methodol.), vol. 39, no. 1, pp. 1-38, 1977.

J. Sanz, J. M. Juan, and M. Hernandez-Pajares, GNSS Data Processing:
Fundamentals and Algorithms, vol. 1. Noordwijk, The Netherlands:
ESA Communications, 2013. [Online]. Available: http://www.navipedia.
net/GNSS_Book/ESA_GNSS-Book_TM-23_Vol_I.pdf

C. Mehlfiihrer, J. C. Ikuno, M. §imko, S. Schwarz, M. Wrulich, and
M. Rupp, “The Vienna LTE simulators—Enabling reproducibility in
wireless communications research,” EURASIP J. Adv. Signal Process.,
vol. 2011, no. 29, pp. 1-14, 2011.

J. A. del Peral-Rosado, J. A. Lopez-Salcedo, F. Zanier, and M. Crisci,
“Achievable localization accuracy of the positioning reference signal
of 3GPP LTE,” in Proc. Int. Conf. Localization GNSS (ICL-GNSS),
Jun. 2012, pp. 1-6.

E-UTRA; Radio Frequency (RF) System Scenarios, Std., Rel. 9,
document 3GPP TR 36.942, 2012.

J. A. del Peral-Rosado et al., “Comparative results analysis on position-
ing with real LTE signals and low-cost hardware platforms,” in Proc.
7th ESA Workshop Satellite Navigat. Technol. (NAVITEC), Dec. 2014,
pp- 1-8.

J. A. del Peral-Rosado, J. Lépez-Salcedo, G. Seco-Granados, P. Crosta,
F. Zanier, and M. Crisci, “Downlink synchronization of LTE base sta-
tions for opportunistic ToA positioning,” in Proc. Int. Conf. Localization
GNSS (ICL-GNSS), Jun. 2015, pp. 1-6.

Y. Li, “Blind SNR estimation of OFDM signals,” in Proc. IEEE Int.
Conf. Microw. Millim. Wave Technol. (ICMMT), May 2010, pp. 1792—
1796.

T. M. Cover and J. A. Thomas, Elements of Information Theory, 1st ed.
New York, NY, USA: Wiley, 1991.

J. Lin, “Divergence measures based on the Shannon entropy,” /EEE
Trans. Inf. Theory, vol. 37, no. 1, pp. 145-151, Jan. 1991.

S. Bartoletti, W. Dai, A. Conti, and M. Z. Win, “A mathematical model
for wideband ranging,” IEEE J. Sel. Topics Signal Process., vol. 9, no. 2,
pp. 216-228, Mar. 2015.

(Sep. 2013). JAGS—Just Another Gibbs Sampler. [Online]. Available:
http://mcmc-jags.sourceforge.net

G. J. McLachlan and T. Krishnan, The EM Algorithm and Extensions,
2nd ed. New York, NY, USA: Wiley, 2008.

12,

Philipp  Miiller  received the B.Sc. and
M.Sc. degrees in mathematics from the Chemnitz
University of Technology, Germany, in 2007 and
2010, respectively. He is currently pursuing the
Ph.D. degree with the Department of Automation
Science and Engineering, Tampere University
of Technology, Finland. He has been a Visiting
Researcher with the Universitat Autonoma de
Barcelona, Spain, in autumn 2014. His research
interests are mathematical modeling, Bayesian
statistics, and algorithms for low-complexity

positioning in terrestrial radio networks.



MULLER et al.: STATISTICAL TRILATERATION WITH SKEW-t DISTRIBUTED ERRORS 7127

José A. del Peral-Rosado (S’12-M’15) received
the Ph.D. degree in telecommunications engineering
from the Universitat Autonoma de Barcelona (UAB)
in 2014. Since 2014, he has been a Post-Doctoral
Researcher with the Department of Telecommuni-
cations and Systems Engineering, UAB, and holds
a grant from the European Space Agency (ESA)
under the NPI programme. From 2014 to 2016, he
was a Visiting Researcher with the European Space
Research and Technology Centre, ESA. His research
interests are in signal processing with applications to
communications and navigation, hybrid satellite and terrestrial localization,
and synchronization techniques and positioning with GNSS, 4G LTE, and
5G systems.

Robert Piché (M’10-SM’16) received the B.A.Sc.,
M.A.Sc., and Ph.D. degrees from the University
of Waterloo, Canada, in 1981, 1982, and 1986,
respectively, all in civil engineering. He was an
Assistant Professor of Mathematics with the Ecole
Polytechnique de Montréal from 1986 to 1988. Since
1988, he has been with the Tampere University of
Technology, Finland, where he has been a Professor
since 2004. His scientific interests include math-
ematical modeling, numerical analysis, estimation
theory, and positioning technology.

Gonzalo Seco-Granados (S’97-M’02-SM’08)
received the Ph.D. degree in telecommunications
engineering from the Universitat Politécnica de
Catalunya in 2000, and the M.B.A. degree from
IESE in 2002. From 2002 to 2005, he was a
member of the Technical Staff of the European
Space Agency, where he was involved in the design
of the Galileo system. Since 2006, he has been
an Associate Professor with the Department of
Telecommunications and Systems Engineering,
Universitat Autdbnoma de Barcelona. He has
authored over 180 papers and has been a Principal Investigator of over 25
research projects. In 2015, he was a Fulbright Visiting Professor with the
University of California at Irvine. His research interests are the design of
signals and reception techniques for satellite-based and terrestrial localization
systems, multiantenna receivers, and positioning with 5G technologies.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChancery-MediumItalic
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


