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ABSTRACT to signal-to-interference-and-noise rat®INR) measure-

0r]:nents. In this scheme, users only have to ret|R rela-
t'\fe to the selected precoding and, then, the amount of infor-
ation to be sent in the feedback is considerably reduced.
schmes, rich gonerate I random beams and scned JfOTIATES 145 b0 T o e v efecte 1
the users with the highest signal-to-noise-plus-interference N
9 g b artial CSl has the same capacity growth rate as for the case

ratios (SINRs), which can be made available to the trar%f_perfect CSl at the BS [4].

mitter with very little feedback. Although this technique 4 ; be far f tisfactory i
has been shown to be optimal for asymptotically large OWever, periormance can be far from satstactory in
tems with a practical number of users. Kountoris and

number of users, severe performance degradation occ bert d two techni ith the aim of i .
in practical system where the number of users is limite esbert proposed two techniques with the aim otimproving
ortunistic beamfoming with multiple beams in sparse

In this paper we propose an enhancement of this strat ks In 151 th d h wh h
based on an adaptive beam selection procedure. Instea Orks. 1N [ ]'.t €Y proposec an approach where chan-
time correlation is exploited to search the optimal set

transmitting all the generated beams, the scheduler pi .
the optimum subset of beams that maximizes the syst@ andom beamvectors. In order not to depend excessively

sum-rate according to the feedback information. We pr8—n the properties for the channel, a different approach was
r%)_posed in [6]. More precisely, it was proposed a scheme

pose and compare several beam selection algorithms B . .
cording to different complexity requirements. In particu® ere a low rate fee_dback 'S us_e_d for selectmg the best
lar, we show that the proposed approaches give substarigig P of users, f or which more efficient bearr.]form.mg tech-
diques are applied: MMSE beamformer and iterative power
allocation with full and partial CSI at the transmitter, re-
spectively.

In this paper, we propose approaches aimed at improving
In the downlink of a Single-Input Single-Output (SISOhpportunistic beamfoming with multiple beams in sparse
multi-user wireless system, it is well known that the avefetworks. However, we focus our attention on the simple
age cell throughput can be increased when in each slot iflosophy of the original approach where users are served
user with better channel conditions is scheduled [1]. Cojith uniform power allocation. As we show in this paper,
versely, this is not the optimum strategy for the Multiplegsing all the available beams active may not be the optimum
Input Multiple-Output (MIMO) Broadcast Channel, givenspjution for scarcely populated cells with constant transmit
that multi-antenna Capabilities are not eXpIOitEd to Sermwer at the base station. For that reason, we propose beam
several users simultaneously. In particular, the capact¥lection procedures where the optimum subset of beams
region of the gaussian MIMO broadcast channel can beselected for transmission. In particular, we propose dif-
achieved with dirty paper coding (DPC) [2]. However, DPGrent beam selection techniques where the only required

may not be considered an appropriate scheme for real gformation are the channel gains or t8ENR.
plications, since it is not easy implementable due to the suc-

cessive encodings and decodings. I
In [3], it was proposed the Zero Forcing (ZF) scheme '
as an alternative to DPC. It was shown that with this sukbonsider the downlink of a cellular system with one base
optimal (but very simple for implementation) strategy, thstation equipped withi/ antennas, and& single-antenna
same capacity growth rate as in DPC can be achieved whdabile Stations (MS). In order to serve multiple users in
the number of users is large. Unfortunately, the ZF schertiee same time-slot, a linear precoding matrix is used at
(like DPC) requireperfectchannel side information (CSl), the base station. In particular, we follow a random beam-
which is seldom available at the base station. For thfarming strategy [4]. More precisely, in each time slot we
reason, opportunistic schemes with multiple beams basmmhstruct a random matriW = [wy, ws, ..., wy,], where
on partial CSI at the base station (BS) have recently at; ¢ CM*1, i = 1..M, are random orthonormal vectors
tracted interest [4]. The main idea is to generate a rand@®nerated according to an isotropic distribution [7]. Then,
set of beamformers at the BS to schedule users accordihgse vectors are used for transmitting information to the

In multi-antenna downlink systems the optimization
linear precoding is severely hampered by the amount
feedback. An efficient solution consists in opportunisti

I. INTRODUCTION

SIGNAL MODEL
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users with the higheSINRs. Unlike the approach in [4], kI = arg max {SINRy ; }

we do not necessarily transmit with all the beams vector% it d that a diff t . lected f h
w;. That is, the transmission is made with a subset of whereitis assumed that a different user 1S selected lor eac

tive beamsB C W = {w1,ws, ..., was}. Further detailsabéang" Since all users experience i.i.d Rayleigh fading,

about the beam selection procedure will be given in Secti I?\ICR:DF of _thqoozté)scr;]edulirr:d%n\:Rd Fsing- (7)bi'e' tzﬁ
V. Therefore, the received signal at the k-th MS is given by experience y the scheduled user can be readily ex-
ressed in terms of Eq. (2) as:

N K
T = hEWBSB “+ ng I (F K 1 e_TB
where the time index has been dropped for the ease of nota-= SINR” (7) = Fsmnr(7))" = {1 (1+~)B-T

tion,h;, € CM*1 is the channel vector gain between the BS

and thek-th MS, for which each component is assumed t Finally, by simply differentiating the above expression

be independent and identically distributed, circularly syrr]i—e pdf can be wrltten_a%

metric Gaussian random variable with zero mean and unit  f5\z- (y) = KeipB (B(l +7)+B- 1)
variance by, ~ CN(0,15)), Wg € CM*B is the precod- (1+7) p

ing matrix constructed with the columns W correspond- 2 K-l

ing to the subset of active bearfisss € CB*! is the sym- X ( — B_1>

bol vector broadcasted from the BB,= cardB) < M is (1+7)

the ”“mb‘?f of S|mu|tfaneou.s served Users apd C de- These expressions will be used in the following section
notes additive Gaussian noise (AWGN) with zero mean aﬂgorder to compute the resulting sum-rate

variances?. The active users in the system are assumed to
undergo_lndepend_ent Raylelgh fa_\dmg processes. Further,lv‘ A SYMPTOTIC BEHAVIOR OF THESUM-RATE

we consider quasi-static fading, i.e, the channel response

remains constant during one time-slot and it changes tehacording to the proposed scheduling policy, the sum-rate

new independent realization in the subsequent one. achievable whe3 beams are active is given by:
Concerning channel state information, we assume per-

fect CSI knowledge foachuser at the receive side, and R(B) =E<{ > log, (1 + max SlNRk,z‘(B)>

the availability of a low-rate error-free feedback channel to ieB -

convey partial CSl to the transmitter. Finally, the total trans- . >

mit power, P;, is constant and evenly distributed among ac- =B o logy (1+7) fsr-(7)dy (3)

. . . Pt ) . )

tive beams, i.eE{sg'ss} = P;. Then, we defing = 75 | (4], Sharif and Hassibi deived a closed-form expres-

as the averagsNR of the system. sion for the asymptotic casé&(— oo) which exhibits the

same sum-rate growth as DPC. For a practical scenario with
a finite number of users, though, resorting to numerical in-
According to the signal model presented in the previoddration is needed. Still, this expression is tractable when
section, theSINR associated to usérwith beami can be the averag&NR of the system is arbitrarily highp(— 0)

IIl. POSTSCHEDULING SINR STATISTICS

expressed as follows: as shown by the authors in [8]. In this case, the pdf of the
post-schedulingINR can be written as follows:
|hTw;|? z
SINRg,i(B) = — = (1) B-1 1 fe-t
’ B/p+Yjes|hfw;|? B/p+y . (N=K->—>"" (1-— -~
/ E]]il ‘ k ]I fhlgh,SlNR (7) (1 +7>B (1 +7>B_1

Since we assume that all users experience i.i.d Rayleigh a consequence, the integral in Eq. (3) becomes consid-
fading and the beamformers are orthonormal to each othefably simpler and a closed-form expression can be derived
z andy become independent chi-square random variabléss the sum-rate (see [8] for further details):

z ~ x3andy ~ x25_, [4]. As a consequence, both the

K
CDF and pdf of theSINR can be expressed as: Rhigh = % log, (€) Z % (4)
_aB N k=1
(& P
Fsng(v) =1= ——5— 2
(L+7)51 where the ternd 1, + accounts for the multi-user gain.
o B Two main conclusions can be drawn from the expression
fsnr(7) = W <p(1 +7)+B - 1) above. First, the sum-rate tends to infinity when only one

beam is used since, in this case, the sum-rate capacity grows
Notice that in a i.i.d Rayleigh fading scenario tB&NR logarithmically with the averag€NR. Besides, the sum-
statistics depend on theumberof interfering beams but rate decreases with the number of active beams due to the
not on the number afansmit antennas), as long as the termB/(B — 1). In summary, using only one active beam
number of active beams is lower thaa. is the optimum strategy in the higBNR regime.

The scheduling process is organized in a slot-by-slot P 11e probability that one user achieves the higl&istR over more

sis following amaxSINR (greed_)) rule. Th_at i_S, for beam than one beam is negligible when the number of users is large compared
i, the scheduler selects the active usesatisfying: with the number of active beam&(>> B) [4].
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Table 1. Sum-rate performance for I®NR scenarios V. BEAMSELECTION ALGORITHMS
(200 usersp=-5 dB). In the previous section, we have shown that using all the
B=1 | B=2 | B=3 | B=4 set of active beams may not be the optimal transmission
Simulation| 1.485| 1.759 | 1.836 | 1.893 configuration. For that reason, we now derive several beam
Eq. (5) | 1.485| 1.848| 2.071| 2.179 selection algorithms capable of identifying the best subset

of beams (and users) according to scenario conditions. In
addition, the number of users in the system carvipe-

20 users ally increased by using beam selection because the number
‘ ‘ ‘ of SINR combinations is augment&dvhich is quite inter-
esting for sparse networks. In particular, we propose the
following beam selection techniques:

N
S

,_.
o
T

1)
T

Sum-rate (bits/s/Hz)
a
T

A. Optimum Beam Selection

!
!
S
|
N
1)
5}

SN&%) 20 30 40 This algorithm conducts an exhaustive search over all the
200 users possible subsets of beams and users. For a fixed num-
‘ ‘ ‘ ber of active beam, a total of(};) K B SINRs must be
computed in order to find the best transmission configura-
tion. Next, by considering all the possible number of ac-
tive beams, a total ofp_, (M) KB = KM2M~' SINR
computations results. Finally, it is worth noting that this al-
gorithm requires all the gairja} w;|? to be known. There-

Sum-rate (bits/s/Hz)

-20

SNR (d8) fore, it is necessary for each user to repftinteger num-
_ . bers to the base station over the feedback channel.
Figure 1: Sum-rate vs. avera@iR for a different num-  |n order to reduce the computational complexity of

ber of active beamsK). Dotted lines correspond to thethe beam selection procedure, next we present some sub-
approximate results for the higbNR regime given by Eq. optimum approaches:

(4). Top: 20 users, bottom: 200 users. ) _
B. Bottom-up Trellis Beam Selection

In a low-SNR regime (i.e.,p — 0), a totally different The first sub-optimum methodology is based on a bottom-
scenario results. By neglecting the interference term in agp procedure. More precisely, the algorithm is started by

(1), the post-scheduling pdf can be expressed as: selecting the best user for each beam. After that, the se-
_aB o1 lected users in the first step are combined (with their asso-
frow.singr (V) = K& (1 — e*%) ciated beams) in order to find the best combination with two
’ p

active beams. The algorithm is iterated until the combina-
tion where all the beams are activB (= M) is reached.

Finally, after some algebraic manipulations the Sum'r"’]It:?asically, the objective is to reduce the computational cost

can expressed as:

K-l 5 (—1)F g by focusing on the users ac_hieving the highest_ gains with
Riow = —BK log, e Z < i ) P B only one active beam. By doing s, M computations are
k=0 needed in the first level but onlyg)B operations are re-
(k+1) quired in subsequent ones. As a result, complexity drops to
x B <B P ) (5)  Mm2M-1 4 M(K — 1) SINR computations.

with E;(x) standing for the exponential integral functiorC. Top-down Trellis Beam Selection

(Ei(z) = — [ <dt, for z < 0) [9, Eq. 8.211.1]. Ta- |n the bottom-up procedure, we are restricting the search to
ble 1 and Fig. 1 illustrate the accuracy of the approximafgose users maximizing system performance when only one
sum-rate expressions for the low- and hi§NR regimes, peam is activated. However, this subset of users may not be
respectively. The following conclusions are in line. First,adequate when the number of beams increases and interfer-
in noise-limited scenarios a higher number of active beargfce comes into play (as a result of spatial multiplexing).
turns out to be beneficial. In particular, this is more relevapbr that reason, we propose a similar approach starting on
when the population of users is high (see top and bottaffe maximum number of active beani & M), for which

plots in Fig. 1). Second, in interference limited scenariqRe best subset of users is found. Then, the algorithm is
with a moderate number of users, the use of multiple beafgsrated by removing one beam in each step. Again, user-

does not pay off. Instead, a careful selectiort/af active peam pairs selected in the first step are kept. The number
beams gives better results.

3In the single beam case (B=1), the number of equivalent users it is
2See how both the simulated and approximated results in Table 1 reflequial toM K. This is becaus8INRy, ; for k = 1..K andi = 1..M are
the same trend for a growing number of beams. i.i.d distributed in this case.
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of required computations is the same as in the bottom-up

Table 2: Greedy Beam Selection Algorithm
approach.

1. Setj=1,lC1={1, .. ,K} aﬂdBl:{W17 . ,W]u}.

2. Compute the best user-beam pair for the case with only pne
active beam as:
(k1,11) = argmawx g, i)p|hzwi\2 V(k,1) € K1 x B:

D. Greedy Beam Selection

Both the top-down and bottom-up procedures restrict the
search to the best user subset when only one or all the beams
are active, respectively. In order to extend the search|fd COmputeR: = log, (1 + p|hy, wi, |?).

a larger set of users, we propose a greedy beam selectiénSetj = j + 1, K;=K;_1 — {k;—1} and B;=B;_1 —
procedure. Specific details about the proposed greedy algo- {w:;_, }-

rithm can be found in Table 2 but the basic idea consists|ig. Compute the best user-beam pair that can be added tq the
selecting in each step the pair user-beam leading to a higher system as:
increase of sum-rate. The algorithm is iterated untilthe can- (%, ;) =

figuration with all the active beams is reached and, then, the C ) !
best sub-set witlB = j* active beams is selected. In th = argmaz(y; log, - ,E:‘f_"fl' =
firstiteration,M K computations are needed to find the best ilp+ oy g wi[? H
user-beam pair. Nexf{ SINRs should be computed whe = |hk Wi, 2 )
anew beam is added and this operation must be repeated for + 108 T Wil ,,-_1 T 12
ini ; =1 i/p+ |h§ WZ‘ am [y Wi |

the remaining beams. Therefore, the algorithm performs P s#p ¥
(M — B — 1)K computations in each iteration with a total V(k,i) € K; x B;
computational cost 6 y_, (M —~B—1)K = KM (M 41)
SINR operations. 6. Compute o 1

: x @)f wi, |
E. Enhanced Greedy Beam Selection Rj = log, 8 , T

pt ilp+ s 1 Ihy, wi. [?

In the greedy beam selection scheme proposed above, tl;le”j < M, gotostep 4. Otherwnse go o step 8.
overall performance depends on the user-beam pair of the

first iteration (in the absence of inter-user interference).
stead, we can defer such decision to the second iterati@ The algorithm is finished and the set of selected beams and
where some inter-user interference is already present. | In users is the following:

other words, we initialize the algorithm by identifying th (K1, wiy), ey (Kje, Wi )
best user for each bearn= 1..M (i.e., in the absence of
interference) Then we run the greedy aIgoritMntimeS VI. SIMULATION RESULTS AND DISCUSSION

taking as a starting point each user-beam pair obtained in

the initialization. In this case, the total computational conYe consider a system with a number of active users in

plexity amounts td (M2 — M +2) SINR computations. the rangeK = 10..100. Since Fig. 1 revealed that little
improvement can be obtained with four active beams, we

restrict the analysis of the proposed beam selection algo-
rithms to a scenario withhi/ = 3 transmit antennas.

Finally, we present a methodology where the optimum In Fig. 2, performance in terms of sum-rate vs. num-
beam selection procedure is restricted to a predetermirisst of users for the different beam selection methodologies
number of active beamB. In other words, all the possibleis compared in a IowBNR regime SNR=0 dB). As ex-
transmission configurations with active beams are testedpected, the best performance is obtained with the optimum
By doing so, the number @INR computations is reducedapproach. Regarding the sub-optimum approaches, perfor-
to (J‘g)KB = W]}(fé—l)! operations. This strategy ismance losses can be observed for both the bottom-up and
very appropriate for those situations where the optimugieedy methodologies, whereas most of the sum-rate gains
number of active beams can be known beforehand. For o&n be achieved with the top-down and enhanced trellis ap-
stance, it was shown in Section V. that the optimum strgtroaches. This is because using several active beams may
egy is using a single active beam when8i¢R is consider- be beneficial when the SNR is low and, then, incorrect deci-
ably high. Besides, when the number of possible transmi@ens made in the first step of the greedy and bottom-up al-
sion configurationélg) is equal or lower thail/, each user gorithms penalize system performance. This effect is even
can report the highe&INRs for each configuration insteadclearer when the number of users increases. As for the re-
of all the gains/h} w;|? . Then, by sending onlBINRs stricted beam selection procedures, it is observed that the
associated to a limited number of transmission configuraest results are obtained with the BS2 approach.

tions, sub-optimum approaches can be derived in terms ofWhen theSNR is increased (see Figs. 3 and 4), the sys-
system performance vs. feedback requirements constraitésn becomes interference limited. As a result, the impact
In the sequel, these algorithms will be calledBSwvhere of wrong users selection on the denominator of $#iRR

X will be the number of active beams. (see eqg. (1)) is emphasized. It can also be observed that

|§ Setj* = argmazx;R;.

F.  Restricted Beam Selection
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Figure 2: Sum-rate vs. number of users for the differefigure 4: Sum-rate vs. number of users for the different

beam selection proceduréSNR=0 dB). beam selection procedureSNR=20 dB.)
[ m— I Table 3: Computational Complexity for the different ap-
ol o §§§ proaches in terms @INR computations (20 users).
| D ] M=1 M=2] M=3| M=4
- Epesd Gl P el Optimum BS 20 80 | 240 | 640
a7l B ' ' ' E Bottom-up/Top-down| 20 42 69 108
S fo ] Greedy 20 | 60 | 120 | 200
; / - Enhanced Greedy | 20 80 | 240 | 560
7 / * BS-1 20 | 40 | 60 | 80
ss| /. , BS-2 - 40 120 | 240
/ BS-3 - - 60 240
Y/ ’ BS-4 - - ~ [ 80
om0 @ w0 s % iw with the BS2 approach. In particular, most of the capac-
Figure 3: Sum-rate vs. number of users for the differeff 92ins can be achieved with a computational complexity
beam selection procedureSNR=10 dB) considerably lower with respect to the optimum solution.
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