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Abstract—1In this paper, we explore the adoption of Array
Signal Processing in Galileo Ground Stations. The main moti-
vation comes from the need of efficiently mitigating multipath
and interference sources in order to achieve centimetre accuracy.
One of the critical aspects appearing when an array of antennas
is implemented resides on the array perturbations and mismod-
elling. For that reason, this work places special emphasis on this
issue and some robust beamforming techniques are proposed.
Differently from other studies addressing the use of conventional
beamforming techniques for navigation applications, we propose
novel strategies specially adapted to the considered scenario. As
shown in the paper, the use of digital beamforming allows for
a (at least) 47% reduction in terms of tracking errors when
compared to a single antenna receiver.

I. INTRODUCTION

Navigation accuracy demanded by the under development
Galileo system motivates the study and design of advanced
receiving techniques. In the context of the Galileo Ground
Mission Segment, high performance tracking stations achiev-
ing centimetre level tracking accuracy are required to provide
the system with accurate satellite ephemeris and clock predic-
tion models [1]. Tracking stations work in static and controlled
scenarios, being the ionospheric perturbations, multipath and
interference components the dominant error sources. One of
the most promising approaches to cope with multipath and
interference signals is the adoption of arrays of antennas at
the ground station receivers [2], [3]. Besides, the array gain
provided by such kind of solution also alleviates the signal
power loss induced by ionospheric fading.

The main problem arising when an antenna array is imple-
mented in practice, however, is the extreme difficult to per-
fectly control and calibrate all the components of the system.
Typical array perturbations are due to the non-ideal response of
the hardware elements (antenna and RF chains), mutual cou-
pling effects, cross-polarization coupling and antenna position
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errors, etc. Indeed, the array performance is quite sensitive to
these perturbations, showing dramatic performance losses if
these are not carefully addressed. For that reason, this paper
gives special emphasis to this issue by considering different
perturbation sources and proposing robust digital beamforming
techiques to cope with them.

Concerning the digital beamforming solutions, some mis-
conceptions drive the designers to propose non-adequate solu-
tions such as the well-known Capon and MMSE beamformers
[4]. These solutions are useful for communication systems
but some problems appear when these are applied on the
navigation context. On the one hand, the Capon solution
is quite sensitive to multipath (coherent) components as the
beamformer compensates all the contributions in order to
minimize total output power (i.e., line-of-sight signal (LOSS)
signal is cancelled). MMSE beamformer, on the other hand,
tends to (constructively) combine the multipath components
with the signal of interest. As a consequence, the propagation
delay of the LOSS signal cannot be accurately obtained.

In this work, however, we propose novel beamforming
solutions. First, a deterministic approach based on an iterative
procedure is presented. This solution provides an efficient way
to tailor the beampattern to specific scenarios. Besides, two
adaptive beamformers are proposed. These adaptive beam-
formers are designed with the aim of addressing the presence
of multipath components and array perturbations. The first one
is based on the conventional Linearly Constrained Minimum
Variance (LCMV) beamformer but, however, the solution is
oriented to suppress a given space region associated to the
multipath directions of arrival (DOA). The second beamformer
follows the Iterative Adaptive Approach (IAA) presented in
[5]. Differently from other adaptive beamformers presented
in the literature, this approach provides a robust beamformer
being able to efficiently managing coherent signals. In order to
verify the proposed solutions, performance results in terms of
tracking errors of the GNSS receiver are compared with those
of a baseline case consisting in a single antenna receiver. As
shown in the paper, tracking errors can be reduced at least
47% (up to 97%) when digital beamforming is considered.
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II. SYSTEM MODEL

In this work, we consider the design of the GNSS receiver
for Galileo Reference Ground Stations. The main objective of
such design is to achieve cm and mm accuracy for both the
DLL and PLL tracking. In particular, we focus on achieving
such requirements by tracking Safety-of-Life signals (pilots on
L1 and E5b). Since the main sources of errors in such scenario
are ionospheric scintillation, multipath and interference, we
introduce the use of an array of antennas at the receiver. Next,
we present some aspects of the proposed scenario and receiver
design in detail.

A. Scenario Assumptions

In this work, we assume the following assumptions for the
proposed scenario:

o Asl: the ionospheric conditions correspond to a Sun Spot
number equal to 140.

o As2: the direction-of-arrival (DOA) of the LOSS is per-
fectly known at the receiver.

e As3: the multipath and interference signals can only
arrive with elevations equal or lower than 7.5°.

B. Antenna Array and Digital Beamforming Architecture

An overview of the general architecture of the GNSS
receiver and the implementation of the digital beamforming
is depicted in Figure 1. The design is following the approach
of so-called post-correlation beamforming, i.e., digital beam-
forming is applied to digital samples at the output of the bank
of correlators. This solution provides a good trade-off in terms
of flexibility and complexity. This is because post-correlation
allows implementing different beamforming algorithms in a
flexible manner by adopting a software implementation and
the beamforming weights have to be applied for much smaller
rates than for pre-correlation beamforming implementation.
Besides, it can be easily shown that the complexity of both pre-
correlation and post-correlation beamforming is of the same
magnitude.

By adopting the post-correlation solution, we need a dif-
ferent digital beamformer for each satellite and frequency
band. In order to provide a clear picture of the proposed
solution, we have restricted the architecture representation
to cover only one of these digital beamformers. Indeed, we
also consider such restriction in the sequel (especially in the
signal modelling and beamformers description) for the ease of
notation.

Concerning the antenna array configuration, we consider an
M antennas uniform rectangular array (URA). The motivation
of such option comes from the fact that this is a practical and
feasible solution for practical implementation (reproducibility
of antenna conditions, ease of calibration and manufacturing,
etc.). Indeed, URA is adopted by many applications and
systems for radar, sonar and communications. In this work
in particular we consider a 6x6 antenna deployment where
antenna separation is equal to d = Ap1/2 (95 mm).

As previously commented, we propose different digital
beamforming algorithms (deterministic and adaptive). Further
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Fig. 1. Receiver Architecture based on Antenna Array.

details will be provided in the next section but, however, it is
worth pointing out here that adaptation of adaptive solutions
will be based on the covariance measurements at pre- and/or
post-correlation levels. Thus, the spatial covariance matrix
needs to be estimated pre- or post-correlation and to be
introduced to the beamforming algorithms (as observed Figure
1). An estimate of the spatial covariance matrix at the pre-
correlation level can be considered as an estimate of the noise-
plus-interference spatial covariance matrix.

C. Signal Model

The pre-correlation digital samples of the received signal
at the input of the bank of correlators (see Figure 1) can be
characterized with the following Mx1 vector:

Xpre (TL) = Spre (n)VLOSS
Ny p

&3 0 i P e
k=1

Ny
+ D i(n)vr, + w(n) @
k=1

where s,..(n) stands for the Galileo signal, Th/p, is the
time delay of the k-th multipath component, F .. is the
pre-correlation sampling frequency, ¢, is the k-th interfer-
ence component and w(n) is additive white Gaussian noise.
Concerning vross, vmp, and vy, , these are the steering
vectors corresponding to the LOSS signal, the k-th multipath
component and the k-th interference component, respectively.

In the case of the signal at the output of the bank of
correlators, the following expression can be adopted:
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Xpost (TL) = Spost (n)VLOSS

Nyp

+ Z Spost (TL
k=1
Ny
+3intn)
k=1

where F, .5 is the post-correlation sampling frequency
whereas Spost(n), ipost,k(n) and Wpoe(n) stand for the
Galileo signal, the k-th interference component and the noise
contribution at the output of the correlators, respectively.

As observed in Figure 1, the beamformer is applied at
the output of the correlators as we adopt a post-correlation
beamformer. In particular, the beamforming vector is denoted
by the Mzl vector w(n) and the beamforming operation is
given by the following expression:

— Ty, Fspost]) Vip,

VI + Wpost (TL) (2)

y(n) = wH (n)Xpost (n)

Once the beamforming output is calculated, this is fed to the
tracking loops of the GNSS receiver.

As previously commented, pre-correlation and post-
correlation covariance estimates have to be provided to the
weight control unit in accordance with the proposed beam-
forming solution. The pre-correlation covariance estimate
can be considered as an estimate of the spatial noise-plus-
interference covariance matrix because the satellite signals and
the multipath signals are of very low power and are deeply
buried under the noise floor. In this work, we consider the
maximum likelihood estimate of the covariance matrix, which
is given in case of pre-correlation covariance by [4]:

- 1
Ra:,pre = ? Z Xpre(n - k)xg“e(n - k)

or in case of the post-correlation covariance:

Rz post = Z Xpost (N )Xﬁ)st (n—k)
k=0
Concerning K, this is the number of snapshots considered for
estimation of the pre- and post-correlation covariance matrices.
In both cases, we have considered a total number of 1000
snapshots.

Finally, we conclude this section by describing the steering
modelling considered in this work. Here, it is assumed that
the transmission medium between the transmitter, receiver and
possible scatterers is linear, non-dispersive, and isotropic such
that the radiation impinging on an array of passive sensor
elements can be modeled as a superposition of wavefronts
generated by point sources. The point sources are located far
from the array such that the direction of propagation is nearly
equal at each sensor and the wavefronts are approximately
planar (far-field approximation). Thus, the propagation field
within the array aperture consists of plane waves. On the other
hand, we also assume that the received signals are so called

narrowband (array narrowband assumption, i.e., the bandwidth
of the signal is much lower than the carrier frequency) as
their amplitudes and phases vary slowly with respect to the
propagation time across the array. This allows the time delay
of the signals across the array to be modelled as a simple
phase shift of the carrier frequency while the bandwidth of
the signal is concentrated around the carrier frequency. With
these assumptions in mind, the Mx1 steering vector for the
LOSS signal can be modelled as follows [4]:

1
2nd

e—]— cos @ cos ¢

VLOSS = eﬂm(cosecos ¢+cos 0 sin ¢) 3)

e JQWd(F 1)(cos 6 cos ¢+cos 0 sin ¢)

where ) is the carrier wavelength and 6 and ¢ are the elevation
and azimuth (expressed in radians) of the LOSS signal, respec-
tively. In the case of the interference and multipath compo-
nents, the steering vectors are identically computed by taking
into account their associated elevation and azimuth angles.
This expression takes into account the theoretical modeling of
steering vectors. Real steering vectors, however, usually differ
from the theoretical ones due to some perturbations found in
practice. For that reason, we deal with the modeling of real
steering vectors in the following subsection.

D. Perturbation Modelling

The main problem arising when an antenna array is im-
plemented in practice is the extreme difficulty to perfectly
control and calibrate all the components of the system. Typical
array perturbations are the non-ideal response of the hardware
elements (antenna and RF chains) and mutual coupling effects.
For that reason, in this work we model the steering vector by
considering these phenomena.

By departing from the steering vector expression presented
in the previous subsection, we define a nominal steering vector

" for which the m-th element can be written as follows:

=g" exp[jon.]

m

where g" is the nominal gain introduced by the m-th antenna
(dependlng on the DOA of the impinging signal) and its
associated RF chain. The term ¢” is the combination of the
phase delay of the impinging signal (as described in (3)) and
the phase delay introduced by the hardware associated to the
m-th antenna. Due to the non-idealities of the real system, the
actual steering vector differs from the nominal one as follows:

(9" +Ag )expli(op, + Ad,,)]
L Ag )
= g" exp [joy] (1 + 7[”) exp [jA¢,,]

m
— n/B
- m

m

,Upert

As observed in the previous expression, each element of
the steering vector is multiplied by a perturbation factor

ﬁm =

gm) exp [jA¢,,]. In this work, we model the
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perturbation at each element as an i.i.d random variable with
uniform distribution. More specifically, the gain and the phase
of f3,, are independently generated at each element as:

A
<1 + %) ~ U (10(_Pgm,n/10) _ 1’ 10(Pgain/10) — 1)

m

Ap,, ~ U (—Pphase™/180, Pphasem/180)

where different values have been considered for Pgyq;, and
Pyhase (ranging from 0 dB and 0° to 1 dB and 1°).

Once the perturbation errors are modelled, the coupling
effect is included as well. To do so, we introduce a matrix
characterizing the coupling effects, Ccoyp, as follows:

real __ pert
A4 = Ccoupvp

Expressions derived above are introduced in (1) and (2) to
properly characterize the received signal. By considering the
DOAs of the different components of the received signal, one
can easily introduce the different steering vectors.

Concerning the beamforming design, we also include some
information of the hardware components (such as the mea-
sured gains, phase responses and coupling effects) to model
the steering vectors. More specifically, the steering vector
considered in the beamformer design is given by the following
expression:

vdeszgn _ Ccoupvn

Notice that we avoid the inclusion of perturbations in this
case as these are unpredictable. Besides, it is also worth
commenting that the calibration of mutual coupling effects
is not considered at digital level. The coupling matrix is
measured in advance and considered for correction in the
beamforming algorithm.

E. GNSS Receiver

The proposed GNSS receiver architecture is also presented
in Figure 1 and can be summarized as follows:

« Tight integration with the beamformer where:

1) Code correlators are placed before the beamfoming
module (with the same frequency correction and
time reference for all the antennas).

2) Tracking loops are placed at the output of the
beamforming module.

« Adoption of conventional acquisition and tracking blocks.
As for the tracking blocks, the following DLL and PLL
blocks are considered:

1) A first order dot-product DLL with E-L spacing
equal to 0.1 chips and bandwidth equal to 0.2 Hz.

2) A second order arctangent PLL with bandwidth
equal to 3 Hz.

The justification from such design solution is based on two
premises:

o A tight integration with the beamformer is necessary in
order to fully exploit the advantages of a multi-antenna
receiver. That is to say, the beamformer and the receiver
cannot be considered as independent units. Although this

would have the benefit that a conventional receiver could
be used, there would be serious performance limitations
as only very simplistic pre-correlation beamformer would
be possible.

« In spite of the tight integration, it is desired to build the
receiver using the blocks usually found in conventional
receivers, without changing their implementation, only
their number and arrangement. The optimization of these
blocks, such as the correlators and the tracking loops, has
been carried out with great detail by the manufacturers.
The fact that the design of such blocks need not be
changed would pave the way for the adoption of antenna
array technology by GNSS receiver manufacturers.

Concerning the parameters selected for the tracking loops,
such selection is aimed at achieving low tracking errors. In
other words, since the considered scenario is static, we focus
the DLL design on the use of a solution oriented to the noise
reduction in order to minimize tracking errors as much as
possible. Concerning the PLL, we use the optimal arctangent
solution because the reference stations are not complexity
limited. Concerning the PLL bandwidth selection, the choice is
aimed at alleviating scintillation effects. As reflected in some
papers addressing ionosphere scintillation effects [6] (and
references therein), the considered PLL bandwidth usually
takes values between 1 and 10 Hz. In this work, we consider
a value of 3 Hz in order to attain a good trade-off in terms of
noise reduction vs. tracking of the carrier phase scintillation.

III. DIGITAL BEAMFORMING SOLUTIONS

One of the main problems of the proposed scenario is the
presence of multipath signals. Most of adaptive beamform-
ing techniques fail when incoming signals are coherent or
correlated. For that reason, we first propose a deterministic
beamfomer aimed at cancelling the entire interference and
multipath region. Furthermore, we also propose two adaptive
beamformers showing a robust behaviour against coherent
signals.

A. DET: Deterministic Beamformer

Among the set of deterministic approaches, the most pop-
ular designs are based on conventional beamformers pointing
to the direction the interest and the application of spectral
weighting in order to reduce the sidelobe level response (see
[4] for further details). After comparing different weight-
ing schemes (uniform, discrete prolate spheroidal sequences,
raised cosine, Kaiser, cosine weighting, Blackman-Harris and
Dolph-Chebychev), one can clearly conclude that the best
performance is obtained with Dolph-Chebychev weighting.
However, due to the particularities of the considered scenario
(attenuation of the pattern should be assured in a specific
region, i.e., elevations lower than 7.5°), we have considered a
deterministic approach that allows the design of desired pattern
responses [7]. This scheme is based on an iterative approach
and, as we will show later, better results than that obtained
with Dolph-Chebychev can be achieved.
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The design procedure of DET beamformer starts by defining
the specification of the desired pattern. To do so, we define
three parameters: the DOA of the LOSS signal ( 64 and ¢g4 ),
the sidelobe region of interest ({2) and the desired response
level at this region (¢). With this information in mind the
algorithm is initialized as follows:

min wf Aw
sit. wiv(0,64) =1

where matrix A = > v(0;, ¢;)v(0;, ¢;) emulates the

(0:,04)€Q
covariance matrix of a scenario with a dense set of interference

signals uniformly distributed in the sidelobe region (being
in our case the region covered by 0 < # < 7.5° and
0 < ¢ < 360° ). In practice, this matrix is constructed
by uniformly dividing the region of interest in 7' points.
Nonetheless, we have observed in our experiments that good
performance results can be obtained by selecting the identity
matrix instead of matrix A and, by doing so, the complexity
of the method is considerably reduced. It is worth noting that
an additional constraint was included in the original algorithm
[7] in order to assure that the maximum gain is obtained in
the desired direction. However, our experiments revealed that
this constraint is not needed in the considered planar array.
Besides, performance is improved as two degrees of freedom
are saved.

The initialization step is a constrained optimization problem
with the objective of assuring a distortionless response for
the desired signal and the minimization of all the directions
coming from the sidelobe region 2. Therefore, the solution
can be easily obtained by means of the Lagrangian method as

follows:
H _ VH(9d7¢d)A_1
v (04, pa) A=1v(0a, ¢a)

However, this solution does not necessarily imply a response
level equal to ¢ in the sidelobe region. For that reason,
additional iterations are included in the algorithm in order to
attain the desired response. More specifically, the beamformer
is updated at each iteration as follows:

w

w=w+ Aw
where Aw is the solution to the following problem:

n‘lniln AwH AAw
s.t. AWHV(Hd, 0q) =0
AWHV(QJ'; QS]) = fj
The above constraints are imposed to assure that the distor-
tionless property is maintained (w + Aw)v (04, ¢4) = 1 if
Aw!v (04, ¢4) = 0) and that the directions in the region
with the highest response (v(8;,¢;) = f;, 7 = 1.M — 1)
attain the desired response (f; is computed as f; = (¢ —
leil)e;/ e, being ¢; the response to the previous beamformer
whv(0;,4;) = c;). By defining matrix

C= [V(de ¢d)a V(le ¢1)7 "'7v(9M71; d)Mfl)]

forj=1..M-1

and vector g = [0, f1, ..., fM_l]T, the following solution is
obtained for Aw:

AwH = gH (CHA-'C) T CHA™!

With the obtained result, the beamforming vector is updated
and the algorithm is iterated until convergence. In situations
where convergence is attained, the number of required itera-
tions depends on the target pattern response but it is usually
of the order of the number of antennas.

It is worth recalling that this is a deterministic beamformer.
Then, the beamforming solution for the different LOSS DOAs
can be computed off-line and saved.

B. EIG: Adaptive Beamformer with Eigenconstraints

The adaptive beamformer with eigenconstraints (EIG) is
designed based on the standard LCMV beamformer [4]. We
will introduce besides the distortionless constraint further
constraints in order to attenuate as much as possible the region
of below 7.5° of elevation, as all the multipath signals and
interference signals are expected below 7.5° elevation with
respect to the local horizon. The general formulation for a
LCMV beamformer is
'CHR;

H H Hp -1 B
Wopt =8 (C Rx,prec) x,pre
with the constraints

Clw=g

Notice that here we consider the pre-correlation covariance
matrix estimate, nypre, i.e., an estimate of the interference-
plus-noise spatial covariance matrix. This is because both
the LOSS and multipath signals are quite weak at the pre-
correlation samples. Then, the problem of coherent signals is
alleviated. On the other hand, g = [1 0 ---0] to introduce
the distortionless constraint:

va(Gd, ¢d) =1

and several null constraints to suppress all signals arriving
from lower than 7.5° of elevation. In order to effectively
control the beam pattern over a region of azimuth and elevation
space we use the so-called eigenvector constraints [4]. These
eigenvector constraints will form our null constraints in the
general description of LCMV. In order to derive the constraints
we define the correlation matrix of the array

Q- A /@ v(6, 0V (0, 6) dbdo

where ® and O denote the constraint region of ¢ and 6,
respectively. Note that Q does not depend on the desired
pattern shape, but only on the constraint region and the array
manifold. Thus, Q can be calculated in advance and is an
input to the adaptive EIG beamformer. Then we define

N — pL 1
Q - Pa:,pre Pz,pre
1 — H —177H
where Py = I — Uy pe(U; . Uz pre) Uy, and

U, pre denotes the eigenvectors of the principle eigenvalues
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of R, ,re. For interference sources with large power we can
also write

A _pl L R-1 51
Q - Pz,pre Q Pa:,pre ~ Rz,pre Q Ra:,pre
. 1 ~ 5 —1 .
as it can be shown that P, . =~ R for large interference

sources with large power. In other words, for the case that the
principle eigenvectors of R, ;.. are large. The eigendecom-
position of Q can be written as

M
Q=UqgAq Ug => \&d/
i=1

The matrix Ug € CMx*M s the matrix gathering the eigen-
vectors,

Uq = [®1 &2 - ®1/]

and

AQ = diag{)\l )\2 : >\M}
is a diagonal matrix of the ordered eigenvalues. We impose
M, linear constraints on w, ‘I’,LHW =0 i=1,...,M,.
Normally one chooses M, to correspond to the number of
significant eigenvalues of Q. As we increase M,, we reduce
the number of degrees of freedom available for adaptation
of the beamformer to the scenario. We choose M, such that
we consider all eigenvectors for which the corresponding
eigenvalues are larger than 10% with respect to the maximum
eigenvalue. This turned out to be a reasonable trade-off be-
tween attenuation of signals arriving from low elevations and
number of available degrees of freedom for adaptation.

C. IAA: Iterative Adaptive Algorithm

The Iterative Adaptive Approach (IAA) method is an adap-
tive beamformer based on a robust design criterion. This
algorithm was selected due to its good behavior in terms of
robustness as reported in [5]. More specifically, the authors
in [5] compared the IAA beamformer with other robust
approaches and showed that this option is the most equilibrated
strategy in terms of SINR, estimation accuracy of DOA and
power of the desired signal.

Further details of the algorithm can be found in [5] but
basically the idea consists in defining a scanning grid of
L directions by constructing a set of L steering vectors
V = [v(01,¢1),...,v(0,é1)]. Once this scanning grid is
defined, the algorithm estimates the powers at each direction
and gathers them in matrix P= diag{Pl, ey PL}. After that,
the beamformer for each direction [ (with a potential source)
is computed as:

wh — v (01, ¢)R™!
U= -
v (0, o) RV (01, 1)
where R is a estimate of the covariance matrix iteratively

computed by considering the received signal x(n) for N
snapshots as follows:

81(n) = v (0r, 1)x(n) /M

1 N
Pi= 5 > lan)P?

n=1

n=1.N;l=1..L
l=1.L

repeat
R=VPVH
for(=1..L
wl — VH(91L¢1)R71
v (01, )RV (01, ¢)
B = wiR,w,

end

until convergence

Notice that the beamforming solution is similar to the MPDR
approach and the robustness against array perturbations and
coherent signals comes from two facts: 1) matrix P is defined
by considering that the sources are uncorrelated, and 2) the co-
variance matrix is estimated by taking into account the power
arriving from the directions where the different beamformers
are pointing, being this power estimate performed by taking
into account the sample covariance matrix R, (in this case
we test IAA for both the pre- and post-correlation cases).

IV. SIMULATION RESULTS

In this work, we consider an environment with four mul-
tipath components and two interference sources with the
following parameters:

o Multipath powers modeled as Gamma r.v. with m=30 and

average LOSS signal-to-multipath ratio equal to:
o SMR;=9dB, SMR,=6dB, SMR3=6dB, SMR,=9dB.

o Multipath phases modeled as uniform r.v. between -

pandp.

o Multipath delays equal to:

o Thp,=0.25ns,
T]\/[ p4=1nS.

TMp2:0.5ns, TMp3:O.75ns,

¢ In-band interference sources with bandwidth equal to
1 MHz and power equal to P;;=-115 dBW and P;s=-
110dBW.

Besides, we also consider four different scenarios in accor-
dance with the DOAs of the LOSS, multipath and interference
signals (as presented in Table I). In particular, we consider two
groups of scenarios. In the first group (scenarios 1 and 2),
LOSS is at 10° elevation, whereas 90° elevation is considered
for the second group (scenarios 3 and 4). Clearly, we are
considering two representative cases (broadside and close to
endfire) to show the properties of the proposed strategies.
Concerning the nature of multipath and interference compo-
nents, two different environments are adopted as well: only
multipath environment (scenarios 1 and 3) and multipath-plus-
interference environment (scenarios 2 and 4).

Before presenting results obtained with the different strate-
gies, we introduce some figures related with the behaviour of
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TABLE I
SIMULATION SCENARIOS.

LOSS Multipath Interference

Scenario 1 6=10°,$=90° 61=7.5°,1=90° None
02=7.5° ,2=45°
03=7.5°,¢03=135°

04=1° p4=90°

01=7.5°,$1=90°
02=T7.5° ,¢p2=45°
03=7.5°,03=135°
04=1° ,04=90°

61=7.5°,1=135°
62=1° ,p2=90°

Scenario 2 6=10°,¢$=90°

01=7.5°,$1=90°
02=T7.5° ,¢p2=45°
03=7.5°,¢3=135°
04=1° ,4=90°

Scenario 3 6=90° ,¢$=90° None

01=7.5°,01 = 90°
02=T7.5° ,¢p2=45°
03=7.5°,¢3=135°
04=1° ,4=90°

01=7.5°,$1=135°
02=1° ,2=90°

Scenario 4 | 6 = 90°,$=90°

the beamforming response of the proposed solutions. In Figure
2, we present the beamforming response of the DET approach
when it is designed for scenarios 3 and 4 (i.e., when LOSS
elevation is 90). For the sake of comparison, we also present
the response of the well-known Dolph-Chebychev solution. As
observed in the bottom of the figure, the Dolph-Chebychev
approach assures that all the sidelobe levels (50 dB in this
case) have the same attenuation level but this is achieved at
the expense of array gain (approximately 15 dBi are obtained).
By considering the DET solution, one can balance the trade-
off array gain vs. attenuation. By selection an attenuation level
of 50 dB for the multipath+interference region (the same level
as Dolph-Chebychev), we can obtain an array gain of 5 dB
higher than the other solution (most of the theoretical bound
10log;, 36 dB + antenna gain at broadside). Therefore, the
DET approach offers us a high flexibility to tailor the beam
pattern to the scenario considered in the project.

Concerning the adaptive arrays, some problems are found
when such kind of techniques are applied in scenarios with
coherence signals. In this work we try to circumvent that
with two different strategies. In the EIG case, the strategy is
based on considering the pre-correlation covariance matrix in
order to exploit the fact that LOSS and multipath components
are quite weak at that level and LOSS DOA is known. The
multipath contribution is then cancelled by nulling the region
where these components come from. This is observed in Figure
3, where a polar representation of the EIG beamresponse is
presented. As clearly observed, the beamresponse at lower
elevations are efficiently cancelled. The second strategy is
based on the use of the robust IAA criterion. As commented in
the previous section, the algorithm presents a robust behaviour
as an estimated version of the covariance matrix is adopted
to circumvent coherence signals effects. In order to illustrate
the robust behaviour of IAA, we compare results obtained in
scenario 3 with those obtained with MPDR in Figure 4 (LOSS
azimuth is considered in the figure). As observed, both solu-
tions provide distortionless response at look-direction, DOA of
the LOSS. A different behavior is observed at lower elevations
due to the presence of multipath components. In the TAA
case, these components are efficiently cancelled with 70 dB of
attenuation. In other words, IAA is a robust beamfomer against
multipath components. MPDR, on the other hand, provides a
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Fig. 3. Polar representation of the EIG beamresponse (scenario 2).
significantly degraded response as the algorithm emphasizes
multipath components. As previously explained, this behavior
comes from the fact that MPDR tries to compensate the LOSS
with the multipath signals with the aim of minimizing total
output power.

We conclude this section by presenting Galileo receiver
performance. More specifically, we compare the different solu-
tions in terms of DLL and PLL errors. We have also included
results for the single antenna (SA) case for benchmarking.
In Table II, DLL errors for the L1 band are presented.
As observed, the use of digital beamforming allows for a
significant error reduction when compared to the antenna case.
It is only in scenario 1 where the DET beamformer shows
a similar behavior to that observed in the single antenna
scheme. This is because the DOAs of the multipath signals
are quite close to the DOA of the LOSS component and
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the beampattern is significantly degraded (poor array gain)
when attenuations are forced in the multipath region. In the
other scenarios, however, performance of DET beamformer is
significantly better. In scenario 2, DET is able of efficiently
cancelling the interference components (errors is reduced from
203 cm to 48 cm). In scenarios 3 and 4, the sidelobe levels
of the DET solution can be further reduced while providing
a good array gain as the LOSS signal is at the broadside.
As for the other beamforming techniques, performance is
substantially improved in all the cases. In particular, the TAA
(pre-correlation version) provides the best results in scenarios
1 and 2, whereas the lowest errors in scenarios 3 and 4 are
obtained when the EIG solution is taken into account. The
reason why the pre-correlation version of IAA offers a better
behavior than its post-correlation counterpart mainly comes
from the fact that the distortion of the beam pattern is lower
in the first case. Although the IAA beamformer is quite robust
to coherence signals, the pattern should be adapted to provide
low attenuation levels. As a consequence, a lower array gain
is obtained. The deep of these attenuations depends on the
power of the multipath signals and, for that reason, better
performance is obtained by considering the pre-correlation
covariance matrix. Finally, it is worth noting the dependency
of EIG behaviour on LOSS elevation. This solution is based
on suppressing the whole multipath region. The efficiency of
such suppression is higher as so it is the LOSS elevation. For
that reason, EIG provides excellent results in Scenarios 3 and
4, whereas poor performance is achieved in the other two envi-
ronments; specially in the DLL errors case where performance
is quite sensitive to array gain degradation. In Table III, results
corresponding to the PLL errors are presented. In this case, it is
observed a higher digital beamforming gain when comparing
the proposed solutions with the single antenna approach. The
effect of noise on PLL errors is lower than in the previous case
and. For that reason, the impact of array gain losses due to
beampattern deterioration is more moderate here. By collecting
results obtained in the DLL and PLL cases, one can conclude
that errors can be reduced with percentages ranging from 47%
to 97% when the pre-correlation version of IAA is adopted.
In Tables II and III, we also show DLL and PLL results
associated to E5b. Similar conclusions can be obtained here.
However, it is observed that some beamformers obtain worse

TABLE 1II
DLL ERRORS (EXPRESSED IN CM).

SA | DET | EIG | IAA (post) | IAA (pre)
Scenario 1 (L1) 38 38 26 17 6.2
Scenario 2 (L1) 203 48 26 18 7.1
Scenario 3 (L1) 8.3 1.5 1.3 2.9 14
Scenario 4 (L1) 41 1.9 1.3 2.7 1.5
Scenario 1 (E5b) 11 18 12.3 16.7 33
Scenario 2 (E5b) 32 22 12.5 14 3.7
Scenario 3 (E5b) 3 6.4 0.7 37 0.7
Scenario 4 (E5b) | 8.6 89 0.7 34 0.7
TABLE III
PLL ERRORS (EXPRESSED IN MM).
SA | DET | EIG | IAA (post) | IAA (pre)
Scenario 1 (L1) 12.3 6.6 6.1 6 6.5
Scenario 2 (L1) 16.1 6.7 5.6 5.7 59
Scenario 3 (L1) 2.7 0.1 0.1 0.1 0.1
Scenario 4 (L1) 33 0.1 0.1 0.1 0.1
Scenario 1 (E5b) | 184 9 104 9.6 8.2
Scenario 2 (E5b) | 18.5 93 8.2 8.6 8
Scenario 3 (E5b) 4 03 0.2 1 03
Scenario 4 (E5b) | 4.8 0.3 0.2 09 0.3

results than the single antenna approach in some cases. This
is because distance between antenna elements is equal to
Ar1/2. In other words, the separation between antennas is
lower than Agsp/2 and, for that reason, the beamformer has an
increase difficulty to attain good results (the lower the distance,
the lower the performance of the beamformer). Nonetheless,
the pre-correlation version of the JAA beamformer achieves
satisfactory results as tracking errors can be reduced at least
53% (up to 93% in some cases).

V. CONCLUSION
In this paper, we have proposed robust beamforming tech-
niques aimed at mitigating multipath and interference signals.
More specifically, one deterministic and two adaptive beam-
forming strategies adapted to the considered scenario have
been considered. The proposed solutions have been validated
in different scenarios and compared with the single antenna
scheme, showing that tracking errors can be reduced with

percentages ranging from 47% to 97%.
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