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Abstract—The next generation of Global Navigation Satellite
Systems (GNSS) are implementing Binary Offset Carrier (BOC)
modulation. These signals were expected to provide not only
better precision in the estimation of the signal’s delay and phase
but also more robustness to multipath effects. The advantage
of BOC signals is that the main lobe of the correlation is very
narrow although they present side lobes. For high-order signals,
the amplitude of the side lobes can be similar to the amplitude
of the main one or even exceed it under specific scenarios. One
kind of techniques that mitigates the ambiguity problem is called
Side Lobes Cancellation (SLC). The idea of these methods is to
see the BOC signal as a sum of different sub-signals which are
orthogonal in time domain. These techniques compute the cross-
correlation function between the incoming BOC signal and the
sub-signals obtaining sub-correlations functions and then they
combine them in order to achieve an unambiguous correlation.
Although, this kind of techniques are able to work with any
kind of BOC signals, there are very few papers that deal with
high-order BOC signals or even with BOCcos signals. This paper
presents a thorough study about Side Lobes Cancellation methods
(SLC), with special emphasis on high-order BOC signals. The
main purpose of this paper is to demonstrate the behaviour on
Side lobe Cancellation methods (SLC) for high-order BOCcos
signals.

Index Terms—Ambiguity, BOC, BOCcos, detection probability,
false detection probability, side lobes,

I. INTRODUCTION

Currently, Europe is developing a new GNSS (Global Nav-
igation Satellite System) named GALILEO. This system uses
BOC (Binary Offset Carrier) signals, which rely on the use of
a subcarrier with a higher frequency than the chip rate. These
signals were expected to provide not only better precision in
the estimation of the signals delay and phase but also more
robustness to multipath effects (i.e. the effect whereby the
transmitted signal reaches the receiver through different paths
which experience different delays and attenuations). These
contributions are combined in reception with the direct signal
causing an error in the estimation of the position. BOC signals
will also be used in the upgrade of the GPS system and in the
future Chinese (COMPASS/BEIDOU) and Indian (GAGAN)
systems. The advantage of BOC signals is that the main lobe
of the correlation is very narrow although it presents some
side lobes. For signals of high order, the amplitude of the side
lobes can be similar to the amplitude of the main lobe or even
exceed it. This effect is produced in environments with strong

multipath effects, high thermal noise and/or high interference.
The fact that the side lobes have similar values to the main
one can produce a synchronization error, where a side lobe
is taken as the main lobe, and thus producing an error in the
computation of the position. The error can be on the order of
tens of meters, what is unacceptable for the user.

Several methods have been proposed in order to mitigate the
ambiguity: the bump-jump (BJ) method [1] which provides the
classical Early-Late gate with two additional gates, Very Early
(VE) and Very Late (VL), intended to check the amplitude of
adjacent peaks with respect to the Prompt (P) gate. Another
method is the BPSK-like [2] which changes the shape of
the BOC correlation into BPSK correlation. It achieves a
unambiguous correlation but it loses the properties of the BOC
signals. In [3] a novel method is proposed. Its main idea is
to eliminate the side lobes in the correlation. The handicap of
this method is that it only works with BOCsin(n,n) signals.
In the same way, in [4] the authors present a unambiguous
technique which is named as General Removing Ambiguity
via Side lobe Suppression (GRASS) for BOCsin(n,m) signals.

There is another kind of unambiguous methods based on
three loops as the Dual Estimate Tracking (DET) [5]: PLL
for the phase delay, DLL for the code delay and the new one
for the subcarrier delay. It means that, the code and subcarrier
delays could be different. In [6] a study shows the behaviour
of these method in a high-order BOC signal, specifically
for a BOCcos(15,2.5). The results are quite interesting. They
demonstrate that, these methods have a good behaviour even
in a urban scenario.

Recently, another kind of techniques, called Side Lobe Can-
cellation (SLC), that are also able to achieve a unambiguous
correlation with BOCcos(n,m) signals [7] [8] have appeared.
The idea of these methods is to see the correlation function of
the BOC signal as sub-correlations functions and then, make a
recombination of them in a determined way in order to achieve
a unambiguous correlation. This recombination is done using
non linear operations. Therefore, the noise power grows. There
are almost no studies on the filtered effect and even the impact
of the noise in terms of C/No. In addition, the few studies
that can be found, only deal with the BOCcos(1,1) signal
and BOCcos(2,1). In this paper a complete analysis of these
techniques using a higher-order BOCcos signal is presented.



The study is focused on BOCcos(15,2.5) signal.
The remainder of this paper is organized as follows. In

Section II, the signal model used with the SLC methods
and the BOCcos(15,2.5) are presented. Section III shows
the correlation of the new methods, it means the methods
themselves. The results of the filtered effect and impact of
the noise are shown in Section IV, as well as, the probabilities
of detection and false alarm. Finally Section V denotes the
conclusions.

II. BOC SIGNAL

The Binary Offset Carrier (BOC) signals have been chosen
by the Galileo system, the upgrade of the GPS system, in the
future Chinese (COMPASS/BEIDOU) and Indian (GAGAN)
systems. Usually, the BOC signals are denoted as BOC(fs, fc),
where fs refers to the subcarrier frequency, and fc is the chip
rate. Chip is called to the different values of the pseudo code.
In GNSS another nomenclature is used: BOC(n,m), which is
interpreted as n = fs/fRF and m = fc/fRF , where fRF is
fundamental frequency, i.e. fRF = 1.023MHz.

There are two types of BOC signals: BOCsin(n,m) and
BOCcos(n,m), the difference between them is the phase in
the subcarrier, which can be expressed as

BOC sin Subcarrier = sgn[sin( 2πkt
Tc

)]

BOC cos Subcarrier = sgn[cos( 2πkt
Tc

)]
(1)

for BOCsin and BOCcos. Where sgn is the sign operator and
Tc is the chip time. Both types of signals are characterized
by the ratio between the carrier and subcarrier, (i.e. the ratio
between n and m), which is defined as

k = n/m (2)

Due to the shape of the BOC chips, the spectrum shape
changes with respect to the BPSK modulation used in GPS.
The spectrum of a BOC signal is characterized by two main
lobes separated a certain distance from the center frequency
[9]. Furthermore, the autocorrelation also changes: side lobes
appear. In Fig.1 the spectrum and the correlation of the BOC-
cos(15,2.5) signal can be seen. It is noteworthy the number of
side lobes in the correlation as well as the high value of the
closest to the principal.

A. Signal model

A BOC(n,m) signal can be expressed as a combination of
basic signals as

Ssin(t) =
2k−1∑
m=0

smsin(t)

Scos(t) =
4k−1∑
m=0

smcos(t)

(3)
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Fig. 1. Spectrum and autocorrelation of BOCcos(15,2.5) signal

for BOCsin and BOCcos. These basic signals can be expressed
as the sum of basic orthogonal pulses as

smsin(t) =
∞∑

i=−∞
ci(−1)mpTscsin(t− iTc −mTsc)

for m = 0, 1, ..., 2k − 1

smcos(t) =
∞∑

i=−∞
ci(−1)dm

2 epTsccos(t− iTc −mTsc

2 )

for m = 0, 1, ...4k − 1
(4)

for BOCsin and BOCcos. Where ci is the i-th chip, Tc is the
chip time, Tsc is defined by Tsc = Tc

2k , pTscsin and pTsccos
are defined as

pTscsin(t) =

{
1 0 ≤ t ≤ Tsc
0 otherwise

pTsccos(t) =

{
1 0 ≤ t ≤ Tsc

2
0 otherwise

(5)

The steps in order to get these basic signals and pulses
can be seen in Fig.2 for a BOCsin(2,1) and in Fig.3 for
BOCcos(2.1). It should be noted that, for BOCcos signals 4k
of basic signals are needed and for BOCsin signals only 2k
of basic signals are needed. In both cases the basic pulses are
orthogonal to each other.

III. CORRELATIONS

This section introduces the BOC signal correlation through
basic correlations or sub-correlations formed by the basic
signals presented in the previous section.

A. SLC methods

The autocorrelation function for BOCcos signal can be
expressed as

Rcos(τ) =
T∫
0

Scos(t)Scos(t− τ) (6)



Fig. 2. Generation of BOCsin(2,1) from the basic pulses

Fig. 3. Generation of BOCcos(2,1) from the basic pulses

Using the form of basic-correlations achieved in Eq(3) for
BOCcos signals, the Eq(6) can be expressed as

Rcos(τ) =
T∫
0

(
∞∑

i=−∞

4k−1∑
l=0

(−1)d
l
2ecipTsccos(t− iTc − l Tsc

2
)

)
(

∞∑
j=−∞

4k−1∑
m=0

(−1)d
m
2 ecjpTsccos(t− τ − jTc −mTsc

2
)

)
dt =

4k−1∑
m=0

4k−1∑
l=0

(−1)
d l

2e+dm2 e T∫
0

(
∞∑

i=−∞
cipTsccos(t− iTc − l Tsc

2
)

)
(

∞∑
j=−∞

cjpTsccos(t− τ − jTc −mTsc
2

)

)
dt

Rcos(τ) =
4k−1∑
m=0

4k−1∑
l=0

(−1)
d l

2e+dm2 eΛcos(τ − (l −m)Tsc
2

)

Rcos(τ) =
4k−1∑
m=0

Rm
cos(τ)

(7)
where

Rmcos(τ) =

4k−1∑

l=0

(−1)
d l

2e+dm
2 e

Λcos(τ − (l −m)
Tsc
2

) (8)

is the correlation function between the m-th sub-carrier pulse
and the BOC signal and Λcos(τ) is defined as

ΛcosF =

{
Tsc

2 − |τ | , |τ | ≤ Tsc

2
0, otherwise

(9)

Applying the same process for a BOCsin signal, results

Rmsin(τ) =

2k−1∑

l=0

(−1)l+mΛsin(τ − (l −m)Tsc) (10)

where Λsin is defined as

Λsin =

{
Tsc − |τ | , |τ | ≤ Tsc
0, otherwise

(11)

Up to now, the capability of express the BOC signals and,
the most important, the BOC correlation functions as the sum
of basic signals and and basic correlations has been shown.

B. SLC correlation

The SLC methods are based on the same basic combination
in order to achieve a unambiguous correlation [7]. The goal
is that, an unambiguous correlation can be achieved using a
special combination of the partials correlations. Looking at
the partial correlations separately, it can be seen that R0

sin

and R2k−1
sin are symmetric to each other other around τ = 0

for BOCsin signals. The same applies for BOCcos using the
partials correlations R0

cos and R4k−1
cos . Fig.4 shows these basic

correlations of BOCcos(15,2.5) signal. The SLC methods use
the following basic combination

RBasiccos (τ) =(∣∣R0
cos(τ)

∣∣+
∣∣R4k−1

cos (τ)
∣∣−
∣∣R0

cos(τ)−R4k−1
cos (τ)

∣∣) (12)

for BOCcos signals and

RBasicsin (τ) =(∣∣R0
sin(τ)

∣∣+
∣∣R2k−1

sin (τ)
∣∣−
∣∣R0

sin(τ)−R2k−1
sin (τ)

∣∣) (13)

for BOCsin signals in order to achieve a unambiguous cor-
relation. An example of this basic combination of BOC-
cos(15,2.5) is shown in Fig.5. It should be noted that this basic
combination only uses two partial correlations. Therefore, as
the order of the BOC signal increase the input-used power
decrease. For instance, when a BOCcos(15,2.5), i.e. 24 sub-
correlations, only only 2/24 = 0.0833 of the incoming signal
is correlated. In order to increase this rate, the SLC uses
different combinations of all the other sub-correlations. In
addition to this power increment, the combination achieves
a narrower peak than the basic or even the autocorrelation
functions.

One thing that has to be taken into account is the fact that
the use of non-linear combinations increase the noise power.
The following subsections presents the two new correlations.

1) SLC1: In [10] the authors presents the following com-
bination of sub-correlations

RSLC1
cos (τ) = RBasic

cos (τ)+
Ncos−2∑

l=1

(∣∣Rl
cos(τ)

∣∣+
∣∣RBasic

cos (τ)
∣∣− ∣∣Rl

cos(τ)−RBasic
cos (τ)

∣∣)
(14)

for BOCcos, where Ncos = 4k and

RSLC1
sin (τ) = RBasic

sin (τ)+
Nsin−2∑

l=1

(∣∣Rl
sin(τ)

∣∣+
∣∣RBasic

sin (τ)
∣∣− ∣∣Rl

sin(τ)−RBasic
sin (τ)

∣∣)
(15)

for BOCsin, Nsin = 4k.
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Fig. 4. First and last basic correlations for BOCcos(15,2.5) signal
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Fig. 5. Basic combination for a BOCcos(15,2.5)

2) SLC2 correlation: The second method ([8] and [11])
uses the same basic correlations than the SLC1 method. The
difference is the combination between them. The authors use
of the following combination

RSLC2
cos (τ) =

2k−1∏
q=0

(
|Rq

cos(τ)|+
∣∣R4k−q−1

cos (τ)
∣∣− ∣∣Rq

cos(τ)−R4k−q−1
cos (τ)

∣∣)
(16)

for BOCcos and

RSLC2
sin (τ) =

k−1∏
q=0

(
|Rq

cos(τ)|+
∣∣R2k−q−1

cos (τ)
∣∣− ∣∣Rq

cos(τ)−R2k−q−1
cos (τ)

∣∣)
(17)

for BOCsin.
The Fig.6 shows a comparison between the matched filter or

the autocorrelation and the two SLC correlations presented in
this section. At the top it can be seen how the SLC methods
achieve an unambiguous correlation. The zoom of the main
lobes can be observed at the bottom. The SLC2 method
achieves a narrower lobe compared with the matched filter and

the SLC1 method. It should be noted that, since the main lobe
is narrower, the S-curve Gain is bigger. This is an advantage in
terms of tacking variance, since the standard deviation depends
inversely of the S-curve Gain.

Nevertheless, the slope of the main lobes of the SLC
correlations is narrower than the matched filter, the noise is
increased due to the non-linear combinations. The relation
between the input power noise and the equivalent output power
noise or the output SNR is not straightforward due to the non-
linear combinations.
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Fig. 6. Correlation of the SLC methods and the autocorrelation of the
BOCcos(15,2.5)

IV. PERFORMANCE COMPARISON

In this section, the two methods presented in this document
are compared with the matched filter. The main features of the
analysed signal are:
• Modulation: BOCcos(15,2.5)
• Subcarrier Frequency: 15.345 MHz
• Chip Rate: 2.5575 MHz
• k = fsc / fc = 6
• Code period: 0.01 seconds
• Number of chips: 25575

A. Noise in the SLC methods

In this section the noise effect in the SLC correlations is
analyzed. By introducing noise in the signal, side lobes can
appear. Fig.7 shows the effect caused by the noise in the SLC
correlations, using 105 iterations, for different values of C/No.
The SLC2 method seems to have a better behaviour than the
SLC1 method, since it has only the side lobes closest to the
principal. The lobes away from the main lobe are practically
zero.
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The Fig.8 shows twenty iterations of the SLC2 correlation
for diferent values of C/No. It is noteworthy that the side
lobes reappear again. In some iterations the value of a side
lobe is bigger than the main one. The bigger the C/No is the
smaller the side lobes are.
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B. Filter

Basically, two types of filters have been tested. The first one
is a Butterworth filter, in which the group delay and phase
delay are different. This kind of filters simulate the receiver

filter [12]. The second one is a root cosine filter, which has
both delays equals. In Fig.9 the response of both filters are
shown.
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Fig. 9. Filters, phase delay and group delay

The filtered correlations are shown in Fig.10 and Fig.12.
The results are quite interesting. In the first case, using a
Butterworth filter, side lobes in both SLC correlations can
be observed. Moreover, the Fig.11 shows that, the SLC1
correlation has not symmetric lobes. This could generate errors
on the timing estimation, when it uses the early-minus-late
method. Hence, the simulations show that, the new methods
are ambiguous using filters with different delays (the filter
phase delay and the filter group delay). It should be noted
that, these simulations have been done without noise, the
correlations are only afected by the filtering effect.

Only the SLC1 presents side lobes with the Root cosine
filter. The SLC2 method remains unambiguous. Therefore, the
SLC2 method seems to be more robust against asymmetries
in the incoming signal or in the correlation.
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Fig. 10. Correlation using a Butterworth filter
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Fig. 11. Zoom of some lobes of the correlations using a Butterworth filter

−1.5 −1 −0.5 0 0.5 1 1.5

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Time (Chip)

 

 
Autocorrelation
SLC1
SLC2

Fig. 12. Correlation using a FIR filter

C. Acquisition

In this section the results obtained in the acquisition process
are presented. It can highlight two important results: the
probability of signal detection and the probability of detecting
the main lobe, once the signal has been detected (i.e. the
false detection probability). Further, the thresholds have been
defined through simulations. The closed expressions are valid
only for the matched filter.

The thresholds have been designed through the Constant
False Alarm (CFAR) criterion. This method sets the same Pfa
for all values of C/No. The probability of false alarm has been
set to 10−3 and it has been worked with the signal envelope.
The threshold of the matched filter method can be found in
[13]

Vt = σ
√
−2lnPfa (18)

The detection probability for all the methods is shown in
Fig.13. It can be seen that the new methods have worse

probability of detection than the matched filter. The SLC1
method loses about 2dB and the SLC2 loses about 4dB. This
result was expected due to the non-linear operations introduced
in the correlation. It should be noted that this probability
includes the main and side lobes.
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Fig. 13. Detection probability of SLC and traditional methods

The next step is to know the probability of detecting the
main lobe. Once the signal has been detected, the probability
of detecting the main or any side lobe is calculated (i.e
the probability of false detection). The Fig.14 shows the
probability of false detection. It can be seen that for the
matched filter, the 10% of the detections a secondary lobule
is detected for a C/No equal to 34dB. The SLC methods
also have a probability of false detection different to zero for
medium values of C/No. Theoretically, these methods were not
ambiguous, but this simulation shows that when the signal is
affected by noise it was not completely true.
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Method Noise Filters Acquisition
SLC1 S.l. reappear S.l. can reappear Pd 4 dB less than traditional
SLC2 S.l. reappear S.l. can reappear Pd 3 dB less than traditional

TABLE I
SUMMARY OF THE BEHAVIOUR OF THE METHODS SLC

D. Tracking

The Fig.15 shows a comparison of the standard deviation
between the autocorrelation and the SLC methods. In the
first place, the standard deviation for the new two methods is
somewhat higher than the matched filter. In the second place,
the estimator has a non-linear behaviour for low values of
C/No. The behaviour of the discriminator is not desired and
the estimated value is biased.
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Fig. 15. Standard deviation of SLC and traditional methods using a non-
coherent Early minus Late discriminator

The Table 1 shows the summary of the behaviour of the
SLC methods for the different effects (S.l. means Side lobes).

V. CONCLUSION

In this document, the analysis of the two new side lobes
cancellation techniques is presented. The SLC1 and SLC2
techniques are unambiguous and they consist in combining
non-coherently different time slots of cross-correlation. The
correlation obtained is much narrower than the matched filter.
In principle, this is very beneficial feature of the SLC tech-
niques. However, if noise is introduced, side lobes may grow
again, especially for moderately low C/No (e.g. for 35dBHz
in a GIOVE-A type signal). It is noteworthy to remark that,
on average, the values of these peaks are lower than in the
autocorrelation.

Due to the non-linear combinations of the partial correla-
tions, the standard deviation increase considerably. In addition,
the malfunction of the algorithm for low values of C/No has
been shown, which produces a biased estimate because the
estimator is saturated with noise. Moreover, it has been shown
that, due to the reappearance of side lobes, the acquisition
becomes ambiguous, achieving results even worse than the

autocorrelation method. The probability of signal detection is
worse compared to the autocorrelation case. In addition, due to
the effect of noise there is a high probability of false detection,
even higher than the autocorrelation case.

As a main conclusion, this type of correlation or discrimina-
tors seen to have strong limitations and the does not seem to be
appropriate for high-order BOC signals due to the sensitivity
to noise and distortion. For the time being, the three-loops
methods seem to be the best option.
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