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Abstract—One of the difficulties faced by high-sensitivity GNSS receivers is the so-called near-far problem, where the acquisition of weak signals is hampered by the presence of more powerful signals. If countermeasures are not implemented, the presence of near-far may result in loss or false acquisition of weak signals, and consequently the user’s position may exhibit a huge error. In this sense, subspace projection techniques become an attractive choice for near-far mitigation purposes due to their effectiveness and low-complexity. However, many questions still remain open to make the techniques implementable in real handheld receivers such as mobile phones, which have not yet been addressed in the literature. This paper contributes with an analysis of the robustness of projection-based mitigation techniques when the synchronization parameters or the data bits of the interferences are not perfectly estimated. On the other hand, the paper also analyses the impact that signal filtering and quantization at the receiver front-end may also have on the near-far mitigation performance. The approaches presented in this paper give an actual idea of what would happen in practice in a real GNSS receiver. To analyse these effects, an extensive simulation campaign was conducted for Galileo E1 signals.
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I. INTRODUCTION

Global Navigation Satellite Systems (GNSS) are known to be one of the most suitable Location Based Services (LBS)-enabling technologies for a number of reasons [1], [2]: coverage, availability and accuracy in outdoor environments, and maturity of GNSS receiver technology. However, in indoor scenarios or dense-urban canyons (from now on “indoor” environments), where the carrier-to-noise ratio ($C/N_0$) is typically below 20 dB-Hz [3], GNSS receivers face some limitations such as high attenuation of signals, non-line-of-sight (NLOS) propagation, and the near-far problem due to non-zero cross-correlation between spreading codes. This last issue is the focus of this paper.

The near-far effect is very common in cellular wireless mobile communications systems. Its origin lies in the different attenuation losses incurred by the different propagation paths of the signals coming from different transmitters. Near-far is given when the receiver captures a strong signal, acquiring the wrong peak and making impossible the acquisition of weaker signals [4]. In GNSS, where the role of transmitters is played by the satellites, no near-far problems were supposed to show up since GNSS systems were initially designed to operate outdoors, in open-sky environments where the relative distances of the visible satellites to the Earth do not differ in orders of magnitude. However, when GNSS receivers are pushed to work in harsh environments, very different from those for which they were originally conceived, the near-far effect becomes detrimental due to the high attenuations incurred by the different materials that the signals from the satellites have to cross through.

The presence of near-far may lead to the following situations: 1) weak signals from satellites in view are not detected; 2) weak signals are detected but the pseudorange has a huge error; 3) a satellite not in view is declared to be present (false alarm). A first approach to prevent near-far from affecting the pseudorange computation consists in detecting its presence, and thus discarding the affected satellite, so that the user’s position can be computed by using the rest of available satellites. This could be done in environments with great satellite availability. But in indoor environments, where the number of visible satellites for positioning is typically scarce, near-far mitigation techniques are therefore needed to re-enable the affected satellite.

In the literature, several solutions to mitigate near-far can be found. Linear multiuser detectors [5] have been shown to decrease interference effects in GPS receivers. However, they present high computational burden, and the noise may be enhanced throughout the mitigation process [6]. Alternatively, cancellation techniques [7] become attractive due to their low computational complexity and easy implementation. In this group, interference cancellation [8] (or soft near-far mitigation) techniques aim at identifying and subtracting the strong signals from the received input signal. This can be done by means of successive [9] or parallel [10] interference cancellation techniques (SIC and PIC, respectively), where signals are removed one by one in blocks of many signals at each iteration. Nonetheless, their effectiveness is reduced when the parameters of interferences are not perfectly estimated, and
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furthermore, the presence of strong signal multipath and data-
bit modulation can introduce additional interference [11].

Hard near-far mitigation techniques are also interference
cancellation techniques, but subtraction is carried out by using
algorithms based on projection operations. In this group, adap-
tive code replica techniques [12] consist in dispersing the
received signal by using slightly modified versions of the
original codes, which are more orthogonal to strong signals
and may provide original codes with some immunity to
interferences. This technique presents the advantage of taking
into account time-varying working conditions. However, the
reconstruction of codes in real time requires a significant
amount of operations on vectors and matrices.

On the other hand, several studies have shown that sub-
space projection techniques are low-complexity hard near-
far mitigation methods that outperform other techniques like
successive cancellation. They are also less sensitive to errors
in the synchronization parameters of interferences, and they
produce small residual errors if such parameters are properly
estimated. Moreover, recent sources have shown that they do
not involve the estimation of the amplitudes and carrier phases
of the interferences [13].

However, there are open challenges which are very relevant
in practice but still have to be addressed. These refer to the
analysis on how well subspace projection techniques perform
against effects or processes that may have an impact in prac-
tice, in real handheld receivers. These include the robustness
against synchronization errors of the strong signals, or errors
in the detection of the data bits, or the effect of input signal
filtering and quantization processes that take place at the front-
end of real receivers. To the best of the authors’ knowledge,
some of these problems have been barely studied for GPS
signals, but no efforts have been made for the future Galileo.
The present paper is intended to bridge this gap by carrying
out a detailed study on the sensitivity of projection-based near-
far mitigation techniques against such effects. To do so, a
simulation campaign is conducted using Galileo E1C signals
for civilian use.

The rest of the paper is structured as follows. Section II
presents the signal model and the basis of projection-based
techniques, particularly the subspace projection technique,
and a brief description of the algorithm. Section III quantifies
the robustness of the technique in the presence of errors in
the estimated synchronization parameters or data bits of the
strong interferences. Section IV analyses how the performance
of the technique is affected when the input signal is filtered
or quantized at the receiver front-end. Section V draws the
conclusions.

II. PRELIMINARIES ON NEAR-FAR MITIGATION

A. Signal model

As a generic approach, the received signal is considered
to be a contribution of \( L \) strong and \( M \) weak signals. The
output signal at the receiver’s front-end after down-conversion
to baseband and sampling is shown in (1).

\[
y = S_a + W_a + r
\]

where \( y = [y(n_0), \ldots, y(n_{N-1})]^T \) with \( N \) being
the number of samples, \( S = [s_1, s_2, \ldots, s_L] \)
is an \( N \times L \) matrix containing the strong signals in
columns, with \( s_i = [s_i(n_0), s_i(n_{N-1})]^T \), \( W = [w_i(0), w_i(0), \ldots, w_i(M)] \)
and \( W = [w_i(0), w_i(0), \ldots, w_i(M)] \)
is an \( N \times M \) matrix containing the weak signals in columns, with
\( w_i = [w_i(n_0), \ldots, w_i(n_{N-1})]^T \). The strong \( s_i \) and weak \( w_i \)
signals refer to unity amplitude samples of the down-converted
signals, and thus \( a_s = [a_1, \ldots, a_L]^T \) is a vector containing
the amplitudes of strong signals, and \( a_w = [a_{L+1}, \ldots, a_{L+M}]^T \)
is a vector containing the amplitudes of weak signals. In (1),
\( r = [r(n_0), \ldots, r(n_{N-1})]^T \) is a vector containing additive
white Gaussian (AWGN) noise.

B. Subspace projection technique

GNSS signals possess an inherent protection against near-
far effects, which is provided by the use of spreading codes.
However, in indoor applications, where signal attenuations can
be up to 30 dB when propagating through concrete walls, such
inherent protection is not enough to withstand near-far. It is
limited to a certain upper bound, since the spreading codes
used in GNSS are not completely orthogonal. For Galileo E1C,
the protection for any non-zero Doppler shift is around 23 dB
[14]. In this sense, the aim of near-far mitigation is to extend
the protection against near-far up to the values of input near-
far ratio (NFR) that can be reached in extreme situations in
indoor environments (i.e. 35 dB) by means of signal processing
techniques.

The conventional matched filter provides the optimal per-
formance in scenarios affected by AWGN noise. When a
weak signal is declared to be affected by near-far, there is
the contribution of cross-correlation interference terms at the
correlator output. Such contribution does not correspond to
AWGN noise, and thus the traditional and standard matched
filter fails to provide the optimum decision statistics. In this
sense, projection-based techniques can be understood as some
kind of matched filter designed for those cases where cross-
correlation interferences do not correspond to white noise
anymore but they are understood as some structured or colored
noise.

The subspace projection technique is a particular method
which treats the incoming signal as a contribution of strong
signals and weak signals, which constitute the strong and weak
signal subspaces, respectively. In the former, the parameters
obtained from the acquisition of strong signals are used to
form the subspace locally (i.e. local reconstruction of strong
signals). Once all interferences are identified, the reconstructed
subspace is then subtracted from the output signal at the
receiver’s front-end. In this way, we can remove the effect
of disturbances from all the weaker signals simultaneously,
allowing their acquisition afterwards [15].
The final objective of this technique is to remove the cross-correlation interference terms by using projection operations, so that the output signal is orthogonal to the subspace spanned by the interferences. According to figure 1, the signal of interest is the interference-free signal given by $P_{\perp}H_{i} y$. Then the standard matched filter can be used as usual with an interference-free input signal. It is also worth mentioning that this method is not restricted only to the near-far effect mitigation, but it can be used to reject any other similar type of interference in GNSS receivers [7].

Let $y(n)$ be the samples of the output signal at the receiver’s front-end. Let $S$ be the generator matrix of the strong signal subspace of $y(n)$, and let $W$ be the generator matrix of the weak signal subspace. The signal $y(n)$ can be expressed in matrix notation as shown previously in (1).

The projection operator in (2) needs to be used to compute the projection of the input signal onto the strong signal subspace, which represents the interference contribution, and gives (3),

$$ P_s = S (S^H S)^{-1} S^H $$

(2)

$$ P_s y = S a_s + P_s W a_w + P_s r $$

(3)

where the component of weak signals can be neglected, since codes for weak signals are nearly orthogonal to each other [15], and their amplitudes are assumed to be much smaller than those for strong signals. This gives (4) as a result.

$$ y' = y - P_s y = W a_w + P_s r $$

(5)

### III. Robustness of Subspace Projection Technique

In order to successfully apply the subspace projection technique, a local reconstruction of the strong interfering signal is needed. For this purpose, the synchronization parameters of such signal have to be estimated, namely the Doppler shift and code delay. To remove the interference completely, the estimated parameters have to match perfectly those from the real strong signal. But in practice, such parameters will contain errors with respect to the real values, and this will cause inherently distortion in the mitigation process. A portion of the interference will remain after mitigation (i.e. residual near-far effect). The impact of such estimation errors in the mitigation process has not been yet studied in the literature, and the robustness of subspace projection techniques against such errors of the strong signals still has to be confirmed.

In this sense, the distortion of the interference reconstruction $d_R$ can be quantified as the residual portion of the interference after mitigation. Let $s(\tau)$ be the original strong signal, and let $\hat{\tau}(\tau)$ be the reconstructed version, with $\tau$ the time variable in samples. The distortion is computed as shown in (6) [3] and is unitless. In an ideal case where both signals are equivalent, distortion equals to zero.

$$ d_R = \frac{\sum_{k=0}^{N-1} |\hat{s}(\tau_k) - s(\tau_k)|^2}{\sum_{k=0}^{N-1} |s(\tau_k)|^2} $$

(6)

If the estimation errors are too large, the situation may lead to: 1) the weak desired signal cannot be acquired; 2) the weak signal is acquired but the pseudorange has a huge error. Thus, the aim of this section is to quantify the limits of subspace projection techniques before they lose their effectiveness due to the presence of such estimation errors, that is, the maximum estimation errors that they can stand. The techniques are considered to lose their effectiveness when the NFR after mitigation exceeds the inherent protection of spreading codes. For this analysis, simulations are carried out considering one weak signal which is affected by near-far by one strong signal, which simulates a harsh scenario with very reduced satellite availability.

#### A. Robustness against Doppler shift errors

In high-sensitivity GNSS receivers (i.e. $C/N_0$ of 15 dB-Hz), the Doppler frequency error of locally reconstructed interferences should not surpass 0.2 Hz to allow acquiring the weak signal [15]. On the other hand, it is worth mentioning that a large value of input NFR represents a strong interference, but it is desirable in the extent that the Doppler shift can be estimated reliably. However, although a lower value
of input NFR represents a weaker interference, it may pose difficulties in obtaining accurate Doppler shift estimates since the interference may not be strong enough for this purpose.

For these reasons, simulations are carried out for a perfect estimation of the code delay but errors in the estimated Doppler shift ranging from 0.05 Hz, which simulates the former case, to 0.25 Hz, which simulates the latter case. Figure 2 shows the simulation results in terms of mean residual NFR after mitigation versus input NFR. The maximum NFR that the technique can tolerate refers to that value of input NFR for which the resulting NFR after mitigation equals to the inherent protection of spreading codes, which is considered to be 23 dB as stated previously.

As expected, the presence of Doppler shift errors has an impact on the performance of mitigation, since the maximum input NFR that the technique can tolerate tends to decrease as errors increase. It is for an error of 0.10 Hz that the technique is limited to an input NFR up to 35 dB. The technique provides an additional protection over spreading codes ranging from 11 dB to down to 4 dB for the considered errors, which remains constant for all values of input NFR (i.e. the slope of NFR after mitigation is constant for all values of input NFR). The distortion, which is computed as shown previously in expression (6), also increases along with errors, ranging from 0.1290 to 2, which reveals that indeed Doppler frequency errors in the reconstructed signal cause a portion of the interference to remain after mitigation.

**B. Robustness against code phase errors**

Following the same fashion as in Section III-A, simulations are now carried out for a perfect estimation of the Doppler shift but errors in the estimated code delay, ranging from 0.05 chips to 0.25 chips to cover the range of input NFR up to 35 dB. These values recreate scenarios from high to low input NFR, respectively, in the sense that high NFR is desirable to accurately estimate the interfering code delay with small error, and low values NFR lead to higher errors when estimating such parameter.

Figure 3 shows the simulation results in terms of mean residual NFR after mitigation versus input NFR. In the best case, mitigation provides an additional protection over spreading codes of 13 dB or more in the presence of errors up to 0.05 chips. On the other hand, mitigation provides almost no improvement over spreading codes for errors exceeding 0.20 chips. The additional protection keeps constant regardless of the input NFR. In view of these results, errors in the estimated code delay of interferences should not exceed 0.10 chips, so that mitigation can handle values of input NFR above 30 dB in indoor scenarios. Distortion ranges in this case from 0.3 to 1.5, and similarly to Section III-A, this concludes that a portion of the interference remains after mitigation in the presence of code delay errors.

**C. Errors in the data bits**

In the likely case where the strong interfering signal has not only pilot but also data channel, the latter must also be locally reconstructed to mitigate near-far when subspace projection techniques are used. The applicability of the technique may be compromised when bit transitions are not correctly identified. This occurs when the strong signal is a data component but it is not strong enough in absolute terms to reliably estimate the data, and the coherent integration period exceeds the duration of a bit [11]. This is applicable to high-sensitivity GNSS receivers, where the coherent correlation time usually exceeds the duration of a bit to deal with low values of \( C/N_0 \). The value of the data bits also needs to be estimated, so that the data channel of the reconstructed version matches the one from the actual interference comprised in the input signal. If not correctly estimated, the presence of powerful misidentified data bits in the projected signal may also contribute to near-
far due to non-zero cross-correlation, and similarly to sections III-A and III-B, a portion of the strong signal may remain in the projected signal after mitigation.

However, in the particular case of Galileo E1C, misidentification of data bits is expected to have a minor impact on mitigation, since pilot signals are used and cross-correlation may affect only the data component. In order to prove this, simulations are carried out for extremely large values of bit error rate (BER), namely 10%, 15% and 20%. As stated, the simulation results in figure 4 show small performance deterioration with respect to the case with zero BER, in which case the subspace projection technique can tolerate an input NFR of 36 dB. For BER as large as 15% or 20% the performance is lost for input NFR of 33 dB, representing a difference of only 3 dB with respect to zero BER.

This is in contrast with the fact that distortions range from 0.6296 to 0.8476 from best to worst BER, whereas the projection operation assumes that the signal is unfiltered. This gives rise to a mismatch between the actual subspace containing the strong signals and the subspace used in the projector, and similarly to Section III, this causes a portion of the interference to remain after mitigation. This also reduces the near-far interference that can be handled by the mitigation method.

For BOC codes (such as Galileo E1C), the minimum filter bandwidth is twice the sum of chipping rate and offset code rate [16]. Thus, the minimum practical bandwidth for Galileo E1C is 8 MHz. From this standard value, filters with smaller bandwidth (i.e. 4 MHz) may be used for low-accuracy but low-cost receivers, whereas filters with bandwidth up to 16 MHz are used in receivers that are required to provide enhanced accuracy.

For these reasons, simulations are carried out for filter bandwidths of 4 MHz, 8 MHz and 12 MHz. The simulation results in figure 5 show that indeed the additional protection decreases as the filter bandwidth becomes narrower. In the best case, for a bandwidth of 12 MHz, the technique experiments a loss of additional protection of 2 dB with respect to the ideal case without filtering. In the worst case, the loss increases to 5 dB.

According to the numbers in figure 5, the technique provides an additional protection over spreading codes that ranges from 11 dB to 8 dB, involving that the maximum values of input NFR that the technique can tolerate range from 34 dB to 31 dB. Similarly to the results in Section III, such additional protection remains constant for all possible values of input NFR.
The reason for this is that, when quantizing the input signal, quantization causes the probability of signal acquisition to drop (i.e. probability of signal detection), see figure 6. The reason for this is that, when quantizing the input signal, the actual $C/N_0$ decreases depending on the number of bits used. The most relevant case is given for 2 bit quantization, since it involves the major loss of $C/N_0$, namely 0.55 dB [17]. As a consequence of a lower $C/N_0$, the integration time in the acquisition stage may become insufficient for reliably detecting signals. Thus, quantizing the input signal may cause the integration time to be increased in the receiver’s acquisition stage. On the other hand, 4 bit and 6 bit quantization produces negligible degradation, in comparison to the ideal case without quantization.

### V. Conclusions

This paper has focused on the subspace projection technique for near-far mitigation purposes in high-sensitivity GNSS receivers. However, the main contribution of the paper is the analysis of the sensitivity and quantization of the performance limits of the technique against different concerns that cause a negative impact on the mitigation process. To the best of the authors’ knowledge, the impact of these effects has not been studied in the literature, but constitutes a fundamental step towards making the subspace projection method applicable in real handheld receivers such as smartphones.

On one hand, the robustness against errors in the estimated synchronization parameters and data bits of strong signals has been studied. In the latter, the results have shown that cross-correlation has no major effect when acquiring the pilot signal. On the other hand, the hardware front-end of GNSS receivers includes input signal filtering and quantization steps, and simulation results have revealed that the former has an impact on the performance of mitigation, whereas the latter produces a drop rather in the probability of signal acquisition after mitigation caused by a loss of $C/N_0$.

The maximum input NFR tolerated by the technique has been determined for all cases. Simulation results have shown that the portion of interference that remains after mitigation increases as the aforementioned situations become more extreme, involving a decrement of the additional protection over spreading codes provided by projection-based mitigation techniques. Further work to be done includes analysing these effects considering multiple weak and strong signals, and corroborate the results with real data measurements.
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