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Abstract—In the recent years there have been intense research
efforts to protect users of Global Navigation Satellite Systems
(GNSS) from spoofing attacks that aim to mislead the user’s
navigation solution by means of counterfeit signals. Galileo, the
European GNSS, has been at the forefront of such efforts and
implemented already its so-called Open Service Navigation Mes-
sage Authentication (OSNMA) protocol, intended to authenticate
the navigation message and thus provide a protection layer
not existing before in any other GNSS open signal. Rather
than message authentication, this paper focuses on a novel
technique for detecting the presence of potential spoofers by
taking advantage of the unpredictability of some of the OSNMA
data. Such opportunistic method is based on processing short
sequences of received unpredictable symbols, sending them to a
remote trusted server where access to the authentic unpredictable
symbols is available, and then comparing both the received and
the expected sequences for detecting potential mismatches. This
approach is well-suited for receivers operating in snapshot mode,
which can only gather and process a short piece of received signal
due to their limited wireless connectivity, as in many Internet-of-
Things (IoT) devices with low-power constraints. Interestingly,
the problem addressed herein has some similarities with frame
synchronization in digital networks. At the same time, though, it
poses new challenges such as the presence of propagation errors,
time uncertainty and different propagation times among different
satellites, thus deserving a dedicated study.

Index Terms—Satellite navigation systems, counterfeiting, se-
quences, detection

I. INTRODUCTION

The widespread adoption of GNSS across many market

segments such as agriculture, consumer solutions, finance,

logistics or transportation, has enormously improved their

operations and users’ experience thanks to the provision of

accurate position and time, anytime, anywhere on Earth. In

recent years, though, the interest on the adoption and deploy-

ment of GNSS has been paralleled with efforts to interfere

its signals and even to spoof them, as part of fraudulent

or criminal activities. The latter has received an increasing

attention motivated by the advent of low-cost software-defined

radio (SDR) transceivers and open-source software to generate

and experiment with GNSS signals. Nowadays, a user with

adequate knowledge can put all these ingredients together and

be able to implement a GNSS spoofer [1], [2].

This work was supported in part by the OSNMAplus project funded by the
European Union Agency for the Space Programme (EUSPA) under contract
GSA/GRANT/03/2019/02, and in part by the Spanish Agency of Research
(AEI) under the Research and Development projects PID2020-118984GB-
I00/ and PDC2021-121362-I00/AEI/10.13039/501100011033.

It is true that GNSS community is aware of it and coun-

termeasures have been proposed from the user’s terminal to

the system level. At system level, Galileo has been the first

GNSS to implement a protection mechanism to its open-

service signal, the so-called Open Service Navigation Message

Authentication (OSNMA). This mechanism relies on the use

of cryptographic data to verify the authenticity of the naviga-

tion message (I/NAV) broadcast on the Galileo E1-B signal

component. OSNMA is based on the Time Efficient Stream

Loss Tolerant (TESLA) protocol, where the authentication

data is conveyed in a set of predictable and, most impor-

tantly, unpredictable symbols. The key observation is that such

unpredictable symbols, can effectively help in identifying a

counterfeit signal, as already proposed in [3] and [4].

Existing contributions on the opportunistic use of OSNMA

unpredictable symbols, such as the aforementioned ones, rely

on the assumption that spoofing detection has access to the

correlation between the received signal and the local replica

implemented at the receiver. In this way the technique can

monitor whether the received symbols, at sample level, expe-

rience any abnormal change during the symbol period. Such

change would be an indication that a Security Code and

Estimation Reply (SCER) attack is taking place. That is, a

situation where the attacker is tracking the signals from the

authentic satellites, performing an online estimation of the

transmitted unpredictable symbols, and then broadcasting the

reconstructed signal back to the victim receiver [5].

An alternative to the use of sample-level information is

using the estimated symbols already provided by the receiver.

This has the advantage that it is transparent to the receiver im-

plementation, but the disadvantage that the information content

is much limited and circumscribed to the estimated symbols.

Nevertheless, such limited information can still be used, under

some assumptions, for spoofing detection. As discussed in [6],

a possible approach would be to send the sequence of symbols

estimated by the user to a remote server, where access to the

authentic unpredictable symbols is available. The server would

then compare the unpredictable symbols estimated by the user

with the authentic ones, and declare whether potential errors

might be due to spoofing.

The aforementioned technique is referred to as snapshot OS-

NMA because it works with a snapshot (i.e. a short sequence)

of OSNMA symbols. It therefore fits well into the paradigm

of snapshot GNSS receivers widely adopted in Internet of
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Things (IoT) and low-power applications, for instance, the

integrated positioning and communication systems where the

low power wide area networks are emerging for industrial

verticals and also Integrated Sensing and Communication

(ISAC) for snapshot-based vehicle localization and the com-

munication simultaneously [7]–[9]. The symbols being sought

correspond to the OSNMA unpredictable symbols, which are

transmitted within the 40 bits ”Reserved” field in the odd

pages of the Galileo I/NAV message [10]. These 40 bits are

convolutionally encoded at the transmitter at a 1/2 rate and

the resulting 80 symbols, after interleaving, are received by the

user. Not all symbols in the I/NAV message are unpredictable,

as discussed in [3]. Most of them are predictable and thus carry

no information from a spoofing detection point of view. The

interest here is on unpredictable symbols, since they are the

ones that potential spoofers will struggle to determine their

value, and thus, will likely incur in a higher probability of

error than in the rest of symbols.

The contribution of the present paper extends the results

in [6] by considering the time uncertainty present on the

estimated unpredictable symbols, and by analyzing the impact

of symbol errors that naturally may arise at the receiver end

due to adverse propagation effects. As for the time uncertainty,

it is due to several factors. The first one is the unequal

propagation time of the signals being received by the user from

different satellites, which introduces a misalignment on the

sequences of unpredictable symbols that are actually received,

as observed in Fig. 1. The second problem is that the user

receiver is often not perfectly synchronized with the GNSS

time, and this introduces some uncertainty on the exact time at

which the received signal is actually gathered by the receiver.

On the one hand, this is due to the fact that clocks with modest

performance (e.g. TCXO) are typically used in small devices

implementing snapshot GNSS positioning. On the other hand,

even though the clock offset could be estimated when solving

the user’s position, the use of a short snapshot of signal

and thus coarse-timing navigation algorithms [11], results in

time estimation errors on a few tens of ms [12]. Such errors

are comparable to those incurred by network synchronization

protocols, such as the Network Time Protocol (NTP), which

is used by many IoT devices to update their system time.

Therefore, the user receiver must gather a snapshot larger

than the one strictly needed to accommodate for such time

uncertainty and to make sure that unpredictable symbols are

always contained within the gathered snapshot. The problem

to be solved at the server side is to decide whether the

expected sequence of unpredictable symbols is contained in

the sequence of symbols received by the user. Such decision

is based on analyzing: i) the number of symbol errors that

are incurred when comparing both sequences, and ii) the time

offset at which the actual unpredictable symbols are received

with respect to the expected GNSS time. Both checks will

determine whether the received signal is spoofed or not. The

first problem shares some similarities with that of unique word

detection or frame synchronization in digital communications.

However, while many contributions on this topic do exist, such

as [13], [14] or [15], they are mostly based on the additive

white Gaussian noise channel. The problem here is a different

Fig. 1: Illustration of the symbols received by the user due

to the time uncertainty caused by the clock offset and the

satellites different propagation times.

one because it is based instead on the estimated symbols, that

is, the hard-decisions provided by the user receiver. It is for

this reason that the problem needs to be formulated instead as

a Binary Symmetric Channel (BSC), for which the work in

[16] provides some initial guidelines.

In this context, the present paper is structured as follows.

First of all, Section II presents the BSC signal model for the

sequences of unpredictable symbols at the user’s and server

sides. Then Section III introduces the proposed detector and

characterizes its detection performance. Section IV provides

simulation results to assess the goodness of the proposed

detector and to solve the open questions on the impact of

the sequence length, time uncertainty and probability of error

of the spoofer. Finally, conclusions are drawn in Section V.

II. SIGNAL MODEL

A. Unpredictable symbols within the Galileo I/NAV message

As previously introduced, unpredictable bits are transmitted

by the Galileo satellites in the 40-bits ”Reserved” field con-

tained in the odd pages of the I/NAV message. After encoding

and interleaving, the unpredictable symbols that are actually

received by the user turn out to be spread within a short time

frame of 380 ms within the 2 seconds duration of an odd page.

Unpredictable symbols are assumed to appear in the form of

four batches of consecutive symbols, as discussed in [3], [17].

The first three batches contain 9 unpredictable symbols each,

and are separated apart by 21 predictable symbols, thus leading

to 30 symbols per batch. Since the symbol period in Galileo

E1-B is 4 ms, each of these batches has a duration of 120
ms, and the three of them amount to a total duration of 360
ms. After these three batches, a fourth and last batch of 5
unpredictable symbols is received, thus completing the total

time period of 380 ms, containing a total of 32 unpredictable

symbols per odd-page of the I/NAV message.

A snapshot receiver willing to gather these 32 unpredictable

symbols per odd-page would need to precisely know the exact

time at which the first unpredictable symbol is to be received.

Unfortunately, this is difficult to be known in practice due to

the presence of several sources of time uncertainty, such as:

i) the satellite clock offset, which is typically smaller than 10
ms; ii) the user receiver clock offset, assumed here to be on

the order of 50 ms1; and iii) the different propagation times

experienced by signals received from different satellites, as

1For a short-term uncalibrated clock, even though less than 10 ms have
been reported for small devices connected to current 4G/LTE networks [18].
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observed in Fig. 1, which typically introduces an additional

20 ms time uncertainty.

All these time uncertainties amount to at least 80 ms (i.e.

20 symbols), which together with the 36 ms to gather the 9
unpredictable symbols per batch, leads to a snapshot length of

roughly 120 ms, containing 30 symbols in total. This snapshot

length is on the order of that typically used by small portable

devices operating in snapshot mode and adopted in low-power

IoT applications. While this snapshot length is enough for

providing a position fix, it may not for detecting potential

spoofers that incur in a low probability of error when trying

to estimate the unpredictable symbols. For instance, for a

spoofer incurring in a probability of symbol error of 0.01, at

least 100 symbols would be needed to observe at least one of

such errors. Thus, several snapshots may need to be gathered

in order to collect a large enough number of unpredictable

symbols to reliably detect the presence of spoofing.

B. Signal model for the sequence of received symbols

Let us stack the sequence of L′
x symbols contained in the

n-th gathered snapshot into the (1×L′
x) vector xn as follows,

xn = {[ŝn dn]}m (1)

where ŝn is the (1×L′
s) sequence containing the unpredictable

symbols estimated by the receiver,

ŝn = [ŝ1,n, ŝ2,n, . . . , ŝL′

s
,n] (2)

corresponding to the actual sequence of unpredictable sym-

bols, sn = [s1,n, s2,n, . . . , sL′

s
,n], with si,n = {0, 1}, trans-

mitted by the satellites. Since the latter are assumed to be all

unpredictable, and thus no a-priori information on their value

is available [17], it is reasonable to assume that they are all

equiprobable and iid. In turn, dn is the (1 × Lu) sequence

containing the remaining Lu = L′
x − L′

s predictable symbols

appearing as a result of the aforementioned time uncertainty,

dn = [d1,n, d2,n, . . . , dLu,n]. (3)

The notation {·}m in (1) denotes the circular rotation of a

sequence of symbols by m positions. Thus, since the sequence

of unpredictable symbols sn can appear anywhere within the

long sequence xn, either at the beginning, at the middle or at

the end, so we have that m = 0, 1, . . . , Lu.

The present work is focused on determining whether the

true sequence sn is contained within the long sequence xn.

As a byproduct, this returns as well what the value for m is,

which can be used later on to determine the reception time of

unpredictable symbols. It is important to remark that since (2)

is a sequence containing estimates (i.e. decisions) on the actual

unpredictable symbols, each estimated symbol may incur in

some probability of error or symbol error rate (SER),

Pe = p(ŝi,n = 1|si,n = 0)p(si,n = 0) (4)

+ p(ŝi,n = 0|si,n = 1)p(si,n = 1)

for any i and n. Since the unpredictable symbols are assumed

to be iid with equiprobable values, the SER just simplifies to

Pe = prob(ŝi,n 6= si,n).
Finally, it worth mentioning that several snapshots may need

to be gathered in order to collect a large enough number of

Fig. 2: Illustration of the spoofing scenario where the spoofer

estimates the unpredictable symbols from the authentic signal

and then transmits a spoofed signal to the victim’s receiver.

unpredictable symbols to reliably detect a spoofer. Assuming

that a total of N snapshots are gathered, they can be stacked

into a (N × L′
x) matrix X as follows,
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where the circular rotation operator {·}m is applied column-

wise. The total number of unpredictable symbols is now Ls =
NL′

s.

C. Symbol error rate for typical working scenarios

In the absence of spoofer, Pe = Pe,0, and it is given by the

nominal SER incurred by the user’s receiver when estimating

the symbols received from the authentic satellites. For perfect

clear sky outdoor conditions, the channel can be modeled as

an AWGN one with typical carrier-to-noise spectral density

ratios, C/N0, on the order of 40 − 45 dBHz. In that case,

the SER turns out to be negligible due to the relatively long

symbol period, i.e. T = 4 ms, of Galileo E1-B. However,

one may consider a pessimistic case with C/N0 ∼ 30 dBHz,

which then results in Pe,0 = 1

2
erfc(T · C/N0) ∼ 0.001. In

urban environments the situation significantly worsens due to

the presence of multipath reflections. Assuming satellites at

medium elevation angles such as 60◦, Pe,0 ∼ 0.01 as shown

in [6] using the land mobile satellite (LMS) channel. Assuming

satellites at lower elevation angles such as 40◦, the SER then

further worsens up to Pe,0 ∼ 0.1 instead [6].

In the presence of a spoofed signal, Pe = Pe,1, and it

becomes the result of various sources of error. On the one

hand, there is the SER incurred by the spoofer when trying to

estimate the unpredictable symbols. This probability depends

on the working conditions and the limitations of the spoofer.

On the other hand, there is the SER incurred by the user when

trying to estimate the received spoofed symbols.

At this point it is important to note that the symbols received

by the user are the aggregation of both the spoofed and

the authentic ones. This is because both the spoofed and

the authentic signals are received simultaneously at the user

receiver, as illustrated in Fig. 2. Nevertheless, even if both

signals were perfectly aligned in time and frequency, they

could hardly ever be aligned in phase. This involves that
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the phase misaligned superposition of both the spoofed and

authentic signals likely results in a high SER, unless the power

advantage of the spoofer is large enough to be the dominant

signal and thus dominate the SER as well. For the sake of

simplicity, and without loss of generality, three different cases

have been considered in the present work for the SER in

the presence of spoofing: i) a spoofer randomly guessing the

unpredictable symbols and thus leading to Pe,1 = 0.5; ii)

a pessimistic case with Pe,1 = 0.01, thus being difficult to

detect; and iii) an optimistic one with Pe,1 = 0.1, being easier

to detect as far as the difference with respect to Pe,0 is large

enough to make both hypotheses distinguishable.

III. PROPOSED SNAPSHOT SPOOFING DETECTION

A. Detector Formulation

The proposed spoofing detector is inspired by the problem

of detecting a short sequence of binary symbols within a longer

one, a task frequently encountered in frame synchronization

for digital communications. One of the most widely adopted

detectors is the binary symmetric channel (BSC) frame syn-

chronization algorithm in [16]. This algorithm is based on

computing the Hamming distance between the short sequence

of interest and portions of the same length from the time-

shifted longer sequence. The pseudo-code implementation of

such detector adapted to the problem at hand would be as

follows,

BSC frame detection and synchronization

1: µ← 0
2: if

∑N

n=1
H(sn,xn;µ) ≤ γ then

3: S contained in the columns of X,

4: m̂← µ.

5: else

6: µ← µ+ 1
7: if µ < Lu then

8: Jump to line 2.

9: end if

10: end if

where γ is a predefined detection threshold and H(sn,xn;µ)
stands for the Hamming distance between sn and xn when

the latter is time-shifted by µ positions. That is,

H(sn,xn;µ) =

L′

s
∑

i=1

si,n ⊕ xi+µ,n (6)

with ⊕ the XOR operator. Since the latter provides an output

equal to 1 when the elements being compared are different,

the result in (6) is actually providing the number of errors

between both sequences, in line with the concept of Hamming

distance. The threshold γ is therefore the maximum number

of errors that are allowed to occur when comparing sn and

xn for n = 1, . . . , N .

Note that when the received sequence is affected by binary

errors occurring with probability Pe, the average number of

errors asymptotically tends to NPe in virtue of the law of

large numbers. This value can then be used as a reference for

detecting the presence of spoofers by comparing the actual

number of errors with the expected one. In other words, by

comparing the measured Pe with the expected one.

Based on these observations, and for the problem at hand,

let us formulate the two hypotheses under analysis as follows,

H0 : Pe = Pe,0 ⇒ S ⊂ X,
H1 : Pe = Pe,1 6= Pe,0 ⇒ S 6⊂ X.

(7)

Under H0 we would allow both sequences to have up

to NPe,0 different symbols to account for errors normally

occurring in the symbols reception at the user’s terminal (e.g.

thermal noise, shadowing, etc.). If more errors than expected

are incurred, then S 6⊂ X would be declared and this would be

an indication that a spoofing attack is potentially taking place.

The detection problem under analysis is therefore formu-

lated using the following detector,

T (S,X) = min
0≤µ≤Lu

N
∑

n=0

H(sn,xn;µ)

H0

≤
>
H1

γ. (8)

The starting position of sn within xn, which is assumed

constant across n, can be used to determine the reception time

of the unpredictable symbols and thus, to detect replay attacks

introducing a time offset of the spoofed signal. It is obtained

as a byproduct of the detector as follows,

m̂ = arg min
0≤µ≤Lu

N
∑

n=1

H(sn,xn;µ) ≤ γ. (9)

At this point it is important to emphasize that the threshold

γ plays an important role in (8) for accommodating potential

errors that could be incurred at the user side. For a negligible

probability of error at the user receiver, one could safely set

γ = 0 because no errors are expected to be incurred by the

user. Any arising error should then be due to the spoofer, and

thus be detected. In contrast, if some errors were expected to

be incurred by the user due to shadowing or fading effects,

one could set for instance, γ = 1, to allow one error to be

incurred by the received symbols. For a total of Lx = 50
received symbols, for instance, this would mean allowing a

SER of 1/50 = 0.02, which may suffice to accommodate

expected errors with Pe,0 < 0.02 and thus allow detecting

spoofers with Pe,1 > 0.02. As can be seen, there is a tradeoff

in setting γ because the larger it is, the more inherent errors

at the user side can be accommodated (i.e. due to fading or

shadowing), thus reducing the probability of false alarm, but

at the same time, a larger Pe,1 is needed by the spoofer for

being detected.

B. Probability of Detection

According to (8), the spoofer detection is successful when

the spoofer is present and T (S;X) > γ. The probability of

detection can thus be mathematically formulated as follows,

Pd = p (T (S,X) > γ|H1) (10)

=
∏

0≤µ≤Lu

p

(

N
∑

n=1

H(sn,xn;µ) > γ|H1

)

(11)

=
∏

0≤µ≤Lu

(

1− p

(

N
∑

n=1

H(sn,xn;µ) ≤ γ|H1

))

(12)
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Note that the step from (10) to (11) is done in virtue of the fact

that p(minα U(α) ≤ γ) for some positive semi-definite func-

tion U(·) and α = {0, 1, . . . ,M − 1}, can be expressed as the

joint probability p(U(0) ≤ γ, U(1) ≤ γ, . . . , U(M − 1) ≤ γ).
Furthermore, the set of values U(α)

.
=
∑N

n=1
H(sn,xn;α)

for α = {0, 1, . . . ,M − 1} can be assumed to be independent

one from each other due to the unpredictability (i.e. uncorre-

latedness) of the underlying symbols in sn and xn.

At this point, two different regions can be considered for

p
(

∑N

n=1
H(sn,xn;µ) ≤ γ|H1

)

in (12) as a function of µ:

1) The first region corresponds to µ = m, when the

correct time-shift is applied in (6) so that the expected

unpredictable symbols are aligned with those actually

received by the user. The probability we are looking for

is then given by,

P1(Ls, γ, Pe,1)
.
= p

(

N
∑

n=1

H(sn,xn;µ = m) ≤ γ|H1

)

=

γ
∑

k=0

(

Ls

k

)

(1− Pe,1)
Ls−kP k

e,1 (13)

2) The second region comprises the values µ 6= m, when

the expected and received unpredictable symbols are

misaligned. Since we are dealing with sequences of

unpredictable symbols, it is reasonable to assume that

a sequence and its time-shifted version will be uncorre-

lated. As such, the errors γ that are sought in (12) are

just the errors arising when comparing two independent

sequences of random symbols. As such, we can define

P2(Ls, γ)
.
= p

(

N
∑

n=1

H(sn,xn;µ 6= m) ≤ γ|H1

)

=
1

2Ls

γ
∑

k=0

(

Ls

k

)

(14)

Merging both results together, the probability of success in

detecting the sequence of unpredictable symbols becomes,

Pd(Ls, Lu, γ, Pe,1) =
(

1− P1(Ls, γ, Pe,1)
)(

1− P2(Ls, γ)
)Lu

(15)

C. Probability of False Alarm

Apart from the probability of success, it is of interest to

determine the probability of false alarm. Such probability is

defined as that of incurring more than γ errors when com-

paring both the expected and received unpredictable symbols,

when actually no spoofer is present. That is

Pfa = p (T (S,X) > γ|H0) (16)

which is computed in the same manner as the probability of

detection except for the fact that Pe,1 is now replaced by Pe,0.

The result is given by

Pfa(Ls, Lu, γ, Pe,0) =
(

1−P1(Ls, γ, Pe,0)
)(

1−P2(Ls, γ)
)Lu

.
(17)

IV. SIMULATION RESULTS

The goal of this section is two-fold. On the one hand,

to assess the goodness of the theoretical expressions derived

in Section III-B and III-C. On the other hand, once these

expression are validated, to analyze the performance of the

proposed detector in Section III-A.

A. Goodness of the Theoretical Expressions for Pd and Pfa

The first step in the simulation results is to confirm the va-

lidity of the theoretical expressions for Pd and Pfa presented in

(15) and (17), respectively. This is important in order to ensure

that the underlying assumptions and subsequent conclusions

are consistent with the real behavior of the proposed technique.

The way to proceed is by comparing the results provided by

the theoretical expressions with those obtained empirically.

The latter are obtained by generating random sequences of

unpredictable symbols, introducing random errors on their

reception, and adding random symbols before and after this

sequence to emulate the effect of time uncertainty.

The results are depicted in Fig. 3 for Pd and Pfa. Without

loss of generality, and example is shown for the case of

Pe,1 = 0.1 and Pe,0 = 0.001, respectively. A time uncertainty

of 20 symbols is considered as per Section II-A and a

threshold γ = {0, 1}. The results show that both theoretical

and empirical curves closely match one with each other, thus

validating the goodness of theoretical expressions. As can

be seen, Pd increases with the length of the sequence of

unpredictable symbols. This is because for a fixed Pe,1, the

longer such sequence, the more errors will be encountered,

and the easier will be to detect the spoofer. Increasing the

threshold γ provides more tolerance to errors and dramatically

reduces Pfa, as observed in the right hand side plot of Fig.

3. This may be needed in cases when the user receiver is

subject to shadowing or fading, and thus it is prone to non-

spoofing errors that need to be accommodated in order not

to be confused with spoofing ones. The price to be paid is a

reduction as well on Pd. The tradeoff betwen Pd and Pfa will

be assessed later on in Section IV-C.

Another aspect to be highlighted is the influence of the time

uncertainty onto the detection performance. Interestingly, the

impact is only noticeable when the number of unpredictable

symbols, Ls, is comparable to the number of symbols in-

troduced by the time uncertainty, Lu. The reason is that the

detector in (8) relies on taking the minimum of the Hamming

distances among all tentative time shifts µ. This will tend to

identify the time shift at which the unpredictable symbols are

located, µ = m, because it is at this position where the least

number of errors will likely be observed. Falling outside of this

region, namely selecting µ 6= m, and therefore being misled

by the presence of time uncertainty, becomes more unlikely as

Ls grows. This is because the larger Ls, the more difficult it is

to find a sequence of random symbols that might incur in less

errors than the received sequence of unpredictable symbols.

Actually, it can be seen in (14) that for a fixed and finite

threshold (e.g. γ = {0, 1} as in Fig. 3), P2 rapidly goes to 0
as Ls grows, and then Pd does not depend on Lu anymore.

This effect can be observed in Fig. 3 for Ls > 10 with γ = 0
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Fig. 3: Comparison between the empirical and theoretical Pd

for Pe,1 = 0.1 (left), as well as Pfa for Pe,0 = 0.001 (right), as

a function of the unpredictable symbols Ls, using γ = {0, 1}.

and Ls > 15 with γ = 1, thus suggesting that time uncertainty

does note have a relevant impact provided that Ls > Lu.

B. Probability of Detection as a Function of Pe

Once the theoretical expressions have been validated, it is

of interest to analyze the impact of the spoofer probability of

error Pe,1 onto the spoofer detection. This is shown in Fig. 4

for a wide range of lengths Ls of the unpredictable symbols

sequence. For illustration purposes, the detection threshold is

set to γ = 0 and Lu = 20 symbols introduced by the time

uncertainty are considered.

As expected, Pd increases as Pe,1 does so, since the latter is

ultimately unveiling the presence of the spoofer. Conversely, as

Pe,1 decreases, it becomes more difficult to detect the spoofer

and the only way to counteract this situation is by increasing

the length of the unpredictable symbols sequence. Indeed, it

can be observed that roughly Ls ∼ 2/Pe,1 symbols are needed

in order to ensure that the spoofer is detected with a high

enough probability of detection. This makes challenging to

detect spoofers with a low probability of error, since many

unpredictable symbols will be needed, thus incurring in a

high time to spoofing detection since only ∼ 30 unpredictable

symbols are available every 2 seconds of the I/NAV message.

C. Probability of Detection vs Probability of False Alarm

The results presented so far consider either the probability

of detection or probability of false alarm. In practice, though,

both must be assessed simultaneously in order to determine

what the price is (i.e. false alarms) for achieving the largest

amount of successful detections. To this end, the receiver oper-

ating curve (ROC) is a useful tool representing probability of

detection versus probability of false alarm. Unfortunately, the

proposed detector is strongly influenced by many parameters

such as Ls, Pe,0 and Pe,1, thus making the ROC curve to be

multi-dimensional, and thus difficult to be analyzed.

Fig. 4: Probability of detection as a function of the probability

of symbol error, Pe,1, for Lu = 20 symbols with γ = 0 (left)

and γ = 1 (right).

In these circumstances it is often preferred to summarize

the information content of the ROC curve into a lower di-

mensional metric. One of such metrics is the area under the

curve (AUC), which is a threshold-independent metric that

summarizes the content of the overall ROC curve. Another

metric is the Youden index [19], which measures the vertical

distance from a point of the ROC curve down to the diagonal

line corresponding to the ROC of a random detector. As

such, the Youden index is a threshold-dependent metric and

consequently, it is well-suited for analyzing the detection per-

formance of the proposed detector, whose detection threshold

γ is playing a central role.

The Youden index for the detector in (8) is shown in Fig. 5

for different pairs of Pe,1 and Pe,0, as well as for different

detection thresholds γ. The Youden index ranges from 0,

which means the worst possible performance (i.e. Pd = Pfa),

up to 1, which means the best possible performance (i.e.

Pd = 1 and Pfa = 0). It is interesting to observe that the

more different Pe,1 and Pe,0 are, the easier it is to achieve the

best detection performance. This can be seen in the upper left

hand side subplot of Fig. 5 for Pe,1 = 0.5 and Pe,0 = 0.001. In

contrast, the more similar Pe,1 and Pe,0 are, the more difficult

it is to succeed in detecting the spoofer. This can be seen in

the upper right hand side subplot of Fig. 5 for Pe,1 = 0.5
and Pe,0 = 0.1, where the Youden index struggles to reach its

maximum value equal to one.

For the rest of intermediate combinations of Pe,1 and Pe,0,

the detection threshold γ can be adjusted to provide the maxi-

mum Youden index. As a result, the optimal required number

of unpredictable symbols can be obtained. For instance, in

the bottom middle subplot of Fig. 5 for Pe,1 = 0.1 and

Pe,0 = 0.01, the smallest threshold achieving the maximum

Youden index is γ = 5, thus confirming that optimal detection

is possible for this working scenario. To do so, the required

number of unpredictable symbols amounts to 150, thus pro-

viding a valuable guideline to properly configure the detection
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Fig. 5: Youden index for the proposed detector in various

working conditions for Pe,0 = {0.001, 0.01, 0.1}, Pe,1 =
{0.5, 0.1, 0.01}, and time uncertainty of Lu = 20 symbols.

technique for a given working scenario.

V. CONCLUSIONS

This paper has analyzed the spoofing detection performance

of the so-called snapshot OSNMA, which relies on comparing

the received sequence of unpredictable OSNMA symbols

with the expected sequence available at a remote trusted

facility. Since unpredictable symbols can hardly be guessed

by a spoofer and thus, must be actively estimated instead,

errors are likely to occur in such estimation process. This is

due to the spoofer inner constraints and limitations, as well

as its operating working conditions (e.g. potentially adverse

propagation conditions). Thus, by comparing both sequences

of unpredictable symbols, an abnormal number errors becomes

may indicate the presence of a potential spoofer. This problem,

though, is hindered by the misalignment between the time at

which the user started to collect the received symbols, and

the time at which unpredictable symbols actually arrive at the

receiver after being transmitted by the Galileo satellites.

A detector for such problem has been proposed in this paper

along with the mathematical characterization of its probability

of detection and probability of false alarm. Special emphasis

has been placed on characterizing the detection performance

as a function of the unpredictable symbols length, Ls, time

uncertainty Lu and probability of error in the presence, Pe,1,

and in the absence of spoofer, Pe,0. The results herein help

in understanding the advantages and limitations of OSNMA

symbol-level spoofing detection. Additionally, they showcase

the potential use of snapshot OSNMA in applications driven

by an on-demand or snapshot-mode operation, such as in IoT

positioning implemented by battery-operated devices.
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