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ABSTRACT

Conventional GNSS receivers have problems in weak
signal environments making it difficult to provide GNSS
position fixes, and this constitutes one of the bottlenecks in
the extension of location services in indoor and dense
urban conditions. Besides thesal attenuation, the main



limitations faced in such environments are due to the
complex propagation of the GNSS signals (multipath) and
due to the different attenuation of the signals coming from
different satellites, which may cause crassrelation
pe&ks to be on the orderrceven higher than the true
autocorrelation one, also known as ntzar(NF) problem.

These limitations have led to four main groups of strategies
with all sorts of combinations of them in the form of
hybridized receivers:
A High-sengtivity GNSS receivers,
A Positioning using sensors
optical é),
A Positioning using telecom/wireless networks,
A GNSS pseudolites.

(inertial, pressure,

High-sensitivity GNSS receivers are the stahone
approach to cope with the weak signal problem, these
receivers are designed to exploit the little energy that
reaches them, which in general terms has been translated
into the use of opelwop or shapshot architectures that
dwell on the incoming signal for extremely long periods
(compared to conventional GNSS ea®rs). By means of
long noncoherent integration, they can achieve low
sensitivity, and avoid the effects of bit transitions and clock
drifts [1].

The idea of Higksensitivity GNSS receivers is neither new
nor original. In most cases previous studies have focused
on weak signal acquisition. A thorough review of the
indoor challenges and techniques for weak signal
acquisition can be found if2]. However optimal weak
signal tracking and transitiomdm acquisition to tracking
hasnot been sufficiently addressed, some examples can be
found in[3] and[4], but in this work the focus was not put
into highsersitivity techniques. In[5] while tracking
techniques have been considered, only the urban case
(CN0>20 dBHz) with a focus on multipath estimaticash
been studied. Further studies on hagnsitivity tracking
techniques and characterization of the loops in the vicinity
of their threshold are needed.

Regarding the multipath problem several strategies can be
found in literature to mitigate its effec{g], [7]. Some
novel works have shown that it can be possible to use this
effect, usually considered adverse, to improve the receiver
positioning in weak signal environmen8.

With respect to the nedar problem, inherent protection
by the use of spreading codes with crosgelation
margins on the order of 228 dB may not be sufficient in
the indoor case. Some techniques mainly based in the
existing background in multiuser detection techniques for
CDMA wireless communications are reviewed [i].
However, research onto legomplexity neaffar
mitigation techniques is still an open area and needs further
study. Longer spreading codes in modernized GNSS
signals (including Galileo) provide better protection
against neafar but this also brings moreomplex
processing. Tradingff the advantages gained by the

increased protection versus the added complexity is also an
open research line.

Moreover, the usage of higgensitivity techniques is not
only restricted to the urban/indoor case other use cases
such as space applications (HEO/LEO orbits) need these
type of receiver architectures. Multipath, the propagation
channel, and user dynamics are vastly different but the
signal attenuation can be similar to the indoor case.
Therefore modified techniques 4w on the extensive
works already done for the indoor/urban case need to be
studied and tailored to this use case.

INTRODUCTION

The work presented in this paper has been developed
within the frame of the Higi®ensitivity Receivers
(HISENS) project, whih was developed by a consortium
including GMV, UAB, RUAG and Tecnalia and funded by
the European Space Agency.

The purpose is to perform an extensive evaluation of the
leading edge high sensitivity GNSS signal processing
techniques in the following use cases:

A Static Indoor

A Dynamic Indoor

A Urban Canyon

A Space Applications

Firstly, the paper provides a performance assessment of the
different highsensitivity techniques in order to select the
most promising ones. The analysed techniques include:
A Openloop / Snapshot Techniques (Acquisition):
- Advanced correlation techniques
- NF DetectionTechniques
- NF Mitigation Technique
- Multipath Detection
A Closedloop Techniques (Tracking).

In order to further investigate and evaluate the
performances of theelectedhigh-sensitivity techniques a

test campaign was carried out covering the four difteren
use cases, each one being tested with simulated (using a
SPIRENT simulator) and real data, except for the space
applications case which was only tested with the simulator.
The RF samples were collected with the Proof of Concept
platform developed withithe HISENS project, which is
based on
End, a flexible and fully user controlled GNSS -RE
configured to record samples in L1/E1 and L5/E5a bands.

The paper starts assessing the performance of the different
known GNSS signal processing techniques, selecting the
most suitable ones to be tested in each use case with the
simulated and real data. Then the platform used to collect
the RF samples is described along with the configuration
of the simulated and real tesEnally, the results obtained

for each use case are provided comparing the performance
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of the different techniques also assessing the impact on the
positioning and timing accuracy.

Weak signal conditions are certainly the main obstacle for
the ubiquitoumperation of GNSS receivers, particularly in
indoor/urban environments. Problems arise when GNSS
receivers are moving indoors, since the severe attenuation
makes it very difficult to detect/track the received signals.

Two families of high sensitivity signal processing
techniqueswere evaluated:
A Enhanced Snapshot Processing Techniques (Open
loop)
A Innovative Closedoop Techniques

ENHANCED
TECHNIQUES

SNAPSHOT PROCESSING

The main adverse effects on the detection of weak signal
conditions are théllowing:

a) Signals broadcast from satellites in view are not
detected by the GNSS receiver, or conversely, a
satellite not in view is declared to be present.

b) Signals broadcast from satellites in view are
detected, but the accuracy of the measurement has a
huge error.

For this reason, the presence of weak signal conditions is a
dramatic challenge on the signal processing algorithms. It
is clear that to be eventually able to detect weak signals,
there is no choice but to accumulate the received signal
duringlong observation intervals, bubherent integration
alone may not yield a sufficient signal-toise ratio to
permit a reliable decision in the detection of satellites.

When the received signal arrives highly attenuated, it is
necessary to dramaticalincrease the integration time. In
that case, Poddetection Integration (PDI) techniques are
applied. In fact, the correlation extends to tomerent
(using the squared absolute value, conventionally) to
prevent the residual Doppler error from accunmiottnd
cancelling the signal. If this happened, the total integration
would decrease to zero instead of gradually increase, which
would not allow us to take a reliable decision in the
detection of the satellites. Increasing the dwell time in two
dimensioml frequencytime hypothesis testing is, in
practical terms, one of the most effective ways for Assisted
Global Navigation Satellite Systems and GNSS receivers
to achieve higher sensitivif@].

This is the secalled High Sensitive GNSS principle, and it
is based on improving the receiver sensitivity through the
use of extended correlations combining coherent and non
coherent integration. More specifically, first coherent
correlation is employedand then the outputs of several
coherent correlations are nepherently accumulated from
the nonlinear operations. Due to the complexity caused by
the widely implemented method of FiBRsed acquisition,

a great challenge is how to reduce the complexitshef

overall systeni10Q]. The complexity of the procedure can
be reduced bFFTsahgormMidobhmd e
to efficiently carry out the timérequency seah using
almost exclusively FFT operatiofikl].

The question is that is not cleahich we want to clarify

with this studyis the method that should be used td@en
non-coherent correlation with best performance. Different
papers are focused on this problem and they have proposed
different techniques or strategies in order to improve the
sensitivity of norcoherent correlation.

Double-FFT Method

Efficient acquisition can be implemented through the

fi d o uFbH Te me[ilh[@2)[D3] [14]. Such a method

is an evolution of the snapsHoased processing [t5]. It
assumes that blocks of samples of two codes durations are
stacked into maix form. Then, two FFT operations are
applied to this matrix. The first one is done to carry out the
convolution with the local code. The second one is done to
jointly estimate the Doppler and the secondary code shift.

Figurelis the graphical representation of the fundamentals
of this method. It can be seen how the basic data matrix
(M) is constructed. This matrix will be the core structure
for thedelay and Doppler search explained later.
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Figure 1 Schematic representation of the signal samples to
be considered for the double FFT method

The length of the secondary code is indicated by the
number of code chips by , and the number of samples
per chip byd . Note that the figure above supposes that
data signals and afines secondary codes are used.
However, the procedure can be adapted for pilot
components and a different secondary code. For instance,
the lengh of the secondary code of the E1C signal is 25
bits
less the role of the sequence of 20 PRN codes within a bit
of the GPS L1 C/A signal, which was the one originally
assumed in the doublEFT method.

Once he double data blocks have been stacked into
matrix'E, fast convolution is achieved by performing the
following operationE €8 ¢ E S ¢ A,

with ¢ the discrete Fourier matrifthe local code of the
E1C signal matrix (assuming e.g. that we are processing
the Galileo E1 pilot) with replicate columns, the Schur

(6001110000000101011011



Hadamard product, ané® the inverse discrete Fourier
matrix. In practice, the efficient implementation of this
equaton involves the substitution of the DFT transform by
the FFT.

Once fast convolution is performed, a sliding submatrix
selects some of the terms in matkixas shown irFigure

2, and takes the FFT of each row. The dimensions of this
sliding matrixareq 0 @ )sothatatotalal 0 FFT

are calculated by zenqmadding the) signal samples until
the required frequency resolution ttetect Doppler is
achieved. The size of the zgpadded FFT is to be referred
asu
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Figure 2 lterations for the code délay and Doppler search

The results of the FFT operations with the rows of the data
matrix are storedin an acquisition hypercube whose
dimensions are equal t6 (0 @ @ ). To extend the
integration time and avoid unknown symbol transitions,
noncoherent integration is performed with the values
contained within the hypercube. The final stafier
moving the sliding matrix up tblr positions is to feed the
hypercube to the threshold decision block to detect the
signal and estimate the code delay and the Doppler
frequency.

Advanced CorrelationTechniques

Different techniques of neooherent mtegration were
analysed The main ones are briefly described hereafter

Non-coherent PosDetection Integration NPDI) is the
technique most commonly used in the fomherent
integration, it sums the squared absolute values of the
coherent correlationd 6].

w tHhQ B sY thQs (1)
Wheregj _is the number of nomoherent integrations
(¢ pBH ) and 'Y tHQ are outputs of thet
coherent integration.

Alternatively, the Differential PodDetection Integration
(DPDI) [17] can be used. It is expressed as:

® thQ B Y tHQ 'Y  thQ 2)

The basis of the DPDI is that the noise components of two
coherent correlations are uncorrelated with each other,
while the signal components are strongly correlated. The
lack of correlan between the two consecutive noises

allows us to reduce the effect of squaring the noise.
Thereby, DPDI provides a sensitivity gain over NPDI.

Another variant of DPDI is the Different DifferentiddD).
It has the same structure as the DPDI, but itaios the
absolute value within the summation:

® thQ B sY Q'Y thHQ s ()
Another alternative is the Generalized PDstection
Integration Truncated GPDIT) [18] and it can be
expressed as:

) tHQ B sY tHQs
¢B Y tiQ'yY thQ 4

The key point othis technique is that combines the term
corresponding to NPDI with the one corresponding to
DPDI, which could lead to a better detection probability
thanNPDI and DPDI.

Another practical approach based on the Generalized Post
Detection Integration wag@posed iff19]. This method is
socalled fractional GPDI and it is the same as

® tHQ , but with some terms raised to a different
exponent
) tHQ B sY thHQs

¢B Y tHQ'Y thQ ¢ (5)

An additional method has been proposed in recent years
[20]. The main idea behind this method is that it combines

the term corresponding to NPDI with a new term. This new

term is referred to as squaring detec®Db) and it consist

of summing the squared values of the outputs of the
coherenintegrator. The method is defined by:

® o B gy thQs B Y thQ  (6)

The last studied method, to which we refelG&DITSD,

is a novel contribution and is the result of putting together
terms of the GPDIT with the SD:

@ tHiQ B gy Qs
¢B Y tHQ 'Y  thQ
B 'Y thQ @)

In order tocompare these techniques a wide number of
simulations were performed testing the Galileo E1 signal
for different C/NO values(10, 12 and 17 dBHzpand
different values of coherent integration: 2100ms, 500ms and
1000ms (eaclone tested for different number afon
coherent integrations). Moreover, two types of simulations
were employed, besides both include complex additive
Gaussian white noise, the first set does not include phase
noise while the second includes fitlgase noise due to the
oscillator, which wagienerated for three different kind of
clocks: Chip Scale Atomic Clocks (CSACY),emperature



Compensated Crystal Oscillator (TCXQdnd Oven
Controlled Crystal Oscillator (OCXOT.he conclusions of
the analysis are presented hereafter.

Without Phase Noise

When the Doppler frequency error is 0 Hz GPDITSD has
the best performance in terms of probability of detection,
regardless of the number of nroaherent integrations.
Comparing the performance of the methods formed by one
term (NPDI, DPDI and SD), when éhnumber of non
coherent integrations is greater than 5, DPDI has the best
performance, and when it is smaller than 5 SD has the best
performance.
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However, when the Doppler frequency error is a uniform
random variable of +50Hz, GPDIT has the best
performance in terms of probability of detection, regardless
of the number of nowoherent integations, while SD
method suffersa significant degradatim Hence, GPDIT
outperforms GPDITSD. Comparing the performance of the
methods formed by one term, the SD method suffers a
significant degradation being worse than the others, and
when the number of necoherent integration is greater
than 5, DPDI outperfons NPDI. However, when the
number of norcoherent is smaller, the performance of the
NPDI and DPDI tends to be the same.
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With Phase Noise

The phase noise error introduced by the GNSS receiver
clock limits the duration of the coherent integration due to
the decoherence of the carrier during long intervdlbe
clock error can be modeld and generated using &tate

system
White Noise us

Clock Drift l

_ _ Xe Clock Bias
White Noise us @ Xb
,.—;_ —bl—b_
s s

Figure 5 Clock Error Modelling

o) —0 Tip Y — (8)
) —0 mip Y ¢t Q 9)
Clock Type  ho[s] — ha[s] |
TCXO 9.43e20 3.8e21
CSAC 7.2e21 2.7e27
OCXO 3.4e22 1.3e24

Table 1 White frequency noise and random walk frequency
noise clock parameters
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The performances of the correlation techniques have been
analysedor three types of clockseeTablel):

A TCXO: can be used to integrate up to 100 ms
coherently, with a small degradation of the different
correlation methods. However, when coherent
integration time is 500ms, it is not possible to
satisfactorily detect the signal.

A CSAC: can be used up to 500 ms of coherent
integration, but the performaa®f the methods has a
slight degradation at 500 ms. Integrating 1000 ms
coherently, the methods show a considerable
degradation.

A OCXO: can be perfectly used to integrate 1000ms. The
performance of the methods is very similar to the case
without the phaseoise.

To conclude, the best option for higknsitivity receivers
it to use a mediupguality OCXO clock

Near-Far

The neaifar effect (or MAI,Multiple-Access Interferenge

is defined as the condition in which a receiver is affected
by a strong signahat hampers the detection of a weaker
signal[21]. It is very common in cellular wireless mobile
communication systems, and it is particularly relevant in
CDMA spreadspectrumcommunication systems, such as
GNSS systems like GPS and Galileo.

The origin of the neafar effect lies in the different
attenuation losses incurred by the different propagation
paths caused by the presence of different obstacles that the
signals comindgrom the satellites have to pass through.
Two different problems at signal level
regarding neafar wereanalysed
A Near-far detection: discriminating between the
correlation peaks corresponding to the desired signal
and crosorrelation peaks caused by strong
interfering signals.
A Near-far mitigation: suppress strong interfering
signals, so that the weaker desired ones can be
acquired afterwards.

processing

Near-Far Detection

The use of spreading codes provides the acquisition
process with some inherent robustness againstfagar
meaning that the correlation output is not affected by-near
far when it is present with an NFR of up to a limited value.
GPS L1 C/A and Galileo Elodes present a cross
correlation protection of about 24dB and -23dB
respectively for a zero Doppler shift, whereas the
protection may decrease by43dB for any norzero
Doppler shift [22]. However, in indoor environments,
urban canyons or space applications the-fagaratio can
reach 2530dB easily and the inherent robustness of GNSS
signals may not be enough to withstand the +feaeffect.

In these situations, the usef nearfar detectors is
recommended.

When a received satellite is affected by the tianeffect,

the correlation output contains the contribution of the
desired signal, and also the interference contribution due to
nornzero crossorrelation betweerpseading codes. Thus,

the objective of nediar detection techniques is to
determine whether a satellite is affected by Haaor not

by analysing if the peaks of the correlation output
correspond to a weak real weak signal or are caused by a
strong intefering signal.

In singlesnapshot nedar detection techniques, a
statistical hypothesis testing is employed to distinguish
between the scenario where néaris present (also known
as theH1 condition) and the scenario with ndar absent
(HO condition), as an attempt to exploit the differences in
the statistics at the correlation outpuH@ andH1:

A When neaffar is absent, the correlation output
excluding the region surrounding the main peak is
dominated by thermal noise. In this case, the squared
samples of the correlator output will follow a.
distribution withql  degrees of freedom, standing
0 for the number of nooherent integrations.

A When neaffar is present, the correlation output is
dominated by the crosrrelation between the strong
interfering signal and the code replica of the signal to
be acquired. In this case, the statistical distribution of
the squared correlator output @if6 from a...
distribution.

The following neaifar detectors weranalysed

A Chi-Square Goodness Of RIGOF) is a hypothesis
testing techniqug23] checking whether the squared
samples of the correlator follow.a distribution.

A Kullback-Leibler (KL) divergenceis another method
to quantify the distance to a. distribution of the
squared samples of the correlation output.

A Threshold crossings$ackles on the different statistics
of the squared crosorrelation samples in the
presence and in the absence of #aaaccounting for
the number of threshold crossings to a given threshold
[24].




A Ratio between two largest correlation pedkeks at
the ratio in power of the received signa@s]. It differs
from the previous ones in the fact that it involves all
the correlation output samples, including the main
peak, whereas the previous approaches exclude the
main peak and its surrounding area. In this technique,
the decision on nedar detection is carriedut by
looking at the ratio between the two largest correlation
peaks of the correlation output.

ROC - NF DETECTION, GAL1 (NFR = 26dB, 15dBHz)

[

\

o
®

\

;F/’-'JE
o~ /
L

—

I
N

The following conclusions can be drawn.

A NFR 24dB nearfar is detected, starting with
probabilities of around 25% for all techniques except r
for the peaks ratio detector, with a probability of 20%. ab T equare GoF
The peaks ratio detector shows the worst performance — Peaks ratio
for all probabilities of false alarm. 0 02 b fonf vearta e war® 1
On the other handor a probability of false alarm of
up to 50%, the threshold crossings detector Figure 10 Comparison of NF detection techniques ROC
outperforms the rest of techniques. The-sipiare curves for NFR 26 dB
GOF and the KL distance show a similar performance.
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A NFR_26dB: all techniques show a similar
performance, except for the peaks ratio detector.

Whereas the former group starts withdatection Figure 11 Comparison of NF detection techniques ROC
probability of more than 60%, the latter stagts60% curves for NFR 28 dB

and never reaches tbéhers For a probability of false ]

alarm of up to 1820% the rest otthe techniques A NFR 30dB all techniquegexcept for tie peaks ratio

perform similarly, but for more than 20%, the
threshold crossings detector is fairly outperformed by
the chisquare GOF and the KL divergence.

detector) are capable of detecting nefar with a
probability close to 100% for a probability of false
alarm of 0.24%.

The most critical value of NFR is 24dB, since it is the limit
between the inherent protection of spreading codes and
nearfar detection when the inherent protection fails.

Near-Far Mitigation

Once the neafar interference is detected during the
acquisition process of a weak signal coming from a given
satellite, neafar mitigation techniques can be applied.
They aimis to suppress the strong interfering signals so



that such weak desired signals could be acquired
afterwards by means of a standard acquisition process.

Multiuser detection (MUD) technology is widely used to
deal with the neafar problem, and its applidah to
CDMA systems constitutes the main background for-near
far mitigation in GNSS. Neafar mitigation techniques are
categorized into two main groups:

A Linear multiuser detectorf26] are claimed to be
efficient strategies in decreasing the MAI effects in
GPS receivers. Nonetheless, not only do they require
the crosscorrelation matrix to be calculated but also
its inverse, which may translate into a high
computational burden. Besidgsarameters from all
the active users in the system also need to be
estimated, including the message data, and
furthermore the noise is likely to be enhanced
throughout the proce$27].

A Cancellation techniquea good overview of which is
found in[28]. They are attractive to nefar mitigation
in high-sensiivity GNSS receivers, since they have
advantages of low computational complexity and easy
implementation.They can be classified in two main
categories:

- Interference cancellation techniques: strong
signals are identified and then directly subtracted
from the received input signal prior to the
correlation of the weaker orj&9]. This group of
techniques is sometimes also referred to as soft
nearfar mitigation techniques, mainly comprising
successive (SIC)25] or parallel (PIC)[30]
interference cancellation techniqugg8] states
that PIC provides better performance when all the
strong signals have similar signal levels, whereas
SIC outperforms for different strong signal levels.

- Subspace projection methods: the strong
interfering signals are directly suppressed form
the receivedinput signal by using different
algorithms based on projection operations.
Subspace projection techniques are sometimes
also be referred to as hard néar mitigation
technigues:

0 Subspace projection techniqube objective
is to obtain a new signal in hich the
contribution of the strong signals has been
cancelled, this is achieved by computing the
projection of the total input signal onto the
strong signals subspaf®l]. This projection
requires the knowledge of the strong signals
amplitude, code delay and Doppler frequency
([32] proves that the projection operator
actually does not depend tre carrier phase
estimates).

0 Adaptive code replica techniques: consist in
building a different code that rejects the
strong signal crossorrelation while still
being able to observe the desired weak signal
[33]. These new codes are slightly modified
versions of the original codes, which are
more orthogonal to strong signals and aim to

provide the original codes with some
immunity to interferences, and they have the
propety of being able to extract the
component of the weak signal subspace that
does not lie within the strong interfering
signal subspace. Nonetheless, they require a
significant amount of matrix operations to
construct the codes which could be a problem
in reattime.

In both interference cancellation and subspace projection
techniques, estimation of the parameters of the strong
signals is needed for further signal reconstruction, but since
they are the result of an estimation process, they inevitably
containerrors. The former are found to be very sensitive to
signal reconstruction errors, reducing their effectiveness.
Moreover, the methods are further complicated by strong
signal multipath and datait modulation, which can lead

to a raise of the noise floar even introduce additional
interference[33]. The implementation of SIC/PIC also
requires storage of a significant number of IF san{21@ls
which also translates into higher complexity in terms of
storage memory, and continuous adjustment and
monitoring of the satellite which is beingldracted needs

to be done due to time and frequency variations. This last
issue is a recognized difficulty in SIC. With this being said,
the subspace projection technique was choserbe
analysedor nearfar mitigation in the HISENS project.

Subspace Ryjection Technique

Since an estimation of the strong interfering signal is
needed for the reconstruction of the strong signal, there are
many factors that may affect the accuracy of such
reconstruction, leading to situations in which a portion of
the inteference still remains in the projected signal. These
factors can be estimation errors in the synchronization
parameters (Doppler shift, code delay) of the strong signal,
as well as the effects of filtering the input signal,
guantization of the input sighar misdetection of data bits

in the data channel.

;DOPPLER SHIFT ERROR vs. NFR, GAL1 (15dBHz), testDel
10

2
10 -
£ S
PO / / noMit, real
g 10 7 = wMit, real
P / /S wMit, 0.0233 chips
< / / / 7 wMit, 0.0465 chips
; 10° / / / WMit, 0.0698 chips
a / 1/ 7 7 wMit, 0.0930 chips
§ I/ // // // wMit, 0.1163 chips
wihb———t [
-2
10
20 25 30 35 40
NFR (dB)



, CODE DELAY ERROR vs. NFR, GAL1 (15dBHz), testDel

10 :
——
_ -
& 10° r » —/
2
s
§ noMit, real
o lO0 wMit, real
g wMit, 0.0233 chips
E wMit, 0.0465 chips
] / wMit, 0.0698 chips
3 2 Z / wMit, 0.0930 chips
O 10 wMit, 0.1163 chips
4
10 20 25 30 35 40
NFR (dB)

Figure 12 Mean absolute Doppler and codelelay estimation

errors in the weak signals acquired after neaffar mitigation
for different code-delay estimation errors of the strong
interfering signal, for different values of NFR. The case
labelledas fAr eal 0 tetoersituaisnpvhenedhe

errors in the parameters of the strong signal are simply

those obtained in its acquisition

DOPPLER SHIFT ERROR vs. NFR, GAL1 (15dBHz), testDop

102 ——
A
N 7 P—
< pd —
5 10 / /S
= 7 — 2 noMit, real
o / 7 7
&= /’ //' ,/' I, —— wWMit, real
5 / wMit, 0.05 Hz
5 10° / / [/ ——— wMit, 010 Hz
_% I:’ ,/ /’ l/ = wMit, 0.15 Hz
s il /) e oare
10 2 -
10°
20 25 30 35 40
NFR (dB)
, CODE DELAY ERRORvs. NFR, GAL1 (15dBHz), testDop
10 T
e
; ~
—_ 102 K / /
[%)
o
£
= noMit, real
o wMit, real
3 10° wMit, 0.05 Hz
z wMit, 0.10 Hz
g wMit, 0.15 Hz
o wMit, 0.20 Hz
g wMit, 0.25 Hz
O 10
10"
20 25 30 35 40

NFR (dB)
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The following conclusions have been extracted:

A Even in the presence of cedelay and Doppler
estimation errors in the parameters of the strong signal,

the subspacprojection technique attenuates the
strong signal in 15dB, which provides enough
additioral protection for practical cases of ndar
interference. Frequency estimation errors have a more
deleterious effect, as it could be expected since they
produce cumulative errors between the real interfering
signal and the reconstructed one, which becomes more
and more evident as the correlation timereases.

A The filtering of the input signal to 4, 8 and 12 MHz

reduces the mitigation of the strong signal in 6, 4 and
3dB, respectively, with respect to the Aandlimited
case. This implies that the subspgcejection
technique can be applied even wiiesinput signal is
strongly filtered to 4MHz, and ne#ar ratios on the
order of 30dB can be confronted, which means that the
technique is robust enough to withstand virtually all
practical conditions.

A The subspacprojection mitigation is hardly affeetl

by the quantization of the input signal as long as the
mitigation is done in higfaccuracy (i.e. floating point)
arithmetic. This is the usual approach in software
defined receivers. The mitigation works satisfactorily
even when the signal is quantiasith 2 bits, which is

a usual case in commercial freamds. In case the
mitigation is done with finite arithmetic, then the result
published in34] is applicable.

A As far as bit errors are concerned, the subspace
projection technique is also able to sustain relative
large values of the BER. For instance a BER=10%
produces a degradation of arol2@B with respect to
the neatfar mitigation achieved in the absence of bit
errors.

Multipath Detection

The literature about multipath detection is very limited
compared to multipath mitigation. Some techniques
revolve around identifying the different mponents that
form the total correlation and try to isolate the contribution
of the LOS. Another group of techniques exploits the fact
that multipath is always delayed with respect to the LOS
and this causes an asymmetric effect on the correlation
curve. Among the former group, there are techniques
exploiting the correlation peak asymmetry in presence of
multipath. Two multipath detection methods were
analysed
A Slope Asymmetry Metric (SAM): is obtained by
comparing the left and right slopes of the received
signal correlation peaK35]. Ideally, both slopes
should be equal and sign reversed, thus their sum
should be theoretically close to zero.
A Slope Coherence Tim&CT): if the SAM is obtained
for several snapshots, the time caaace of the SAM
will be affected by the presence of multip&2b].

In the analysis it was observed that SAM and SCT are
useful techniques to detect multipath treatoherent with
the LOS signal. For higkensitivity applications, which
demand long coherent integration periods, coherent
multipath is present mainly in static or low dynamic



scenarios because the multipath components with a
moderate Doppler spread ardtefed out by the long
coherent correlation process (multipath components with
moderate Doppler spread become incoherent with the LOS
signal when the integration time is longer than the inverse
of the Doppler spread and hence they do not affect the LOS
correlation curve), which is an advantage. Therefore,
depending on the Doppler spread of the multipath, its effect
may be visible on the mean or on the variance of the SAM,
and in the latter case, the SCT may provide useful
information about its value. Fing) the occurrence of
NLOS produces an increase of the SAM variance

INNOVATIVE CLOSED -LOOP TECHNIQUES

Three types of closed loop techniques were reviewed:
A Optimisation of constant bandwidth tracking

A Adaptive bandwidth tracking

A KF-based tracking

The main reference for the first type of techniques is the
DLL/ PLL classical receiver architecture. The most
relevant techniqgue among this family todosalyseds the
DLL/ FPLL. In this configuration, the PLL is aided by a
FLL, providing potentially more robustness and
adaptability. Finally, DLL/ FLL architecture will also be
analysedas reference, since it can be relevant for the
transition from acquisition to tracking.

Regarding the last two families, the best performance is
achieved with an adaptiv¥® Kalman Filter (AKF) since it
provides a systematic approach for the dynamic definition
of the bandwidth according to the environménn this
case driven by CNOlt is based on leaving the model
uncertainty fixed, , 5 , , and then letting the
measurement noise  evolve as a function of time. The
advantage of this approach is that we can easily cope with
weak signals by adjusting j, accordingly, so as to match
the current working conditior{86], [37], [38].

As a conclusionthe following techniques wel@nalysed
DLL/FLL, DLL/PLL, DLL/FPLL and AKF/PLL. The
analysis coveredsimulations with AWGN, static and
dynamic multipath and spacspplicationsusing E S A6 s
ADAPT platform[39], a semianalytical platform(not bit
true) that allows comparing the tracking loop techniques
testing them in a wide variety of conditions.

AWGN Sensitivity

An indoor static environment wagested with the semi
analytical platform to see the best performances the

techniques can achieve when the signal had no dynamics at

all. The obtained results showed thihtlae techniques can
track code dowrto a CNO of 0dBHz (this low C/NO is
possible lecause the serainalytical platform simulated a
completely static test without satellite dynamjds)t when

it comes to robustness the DLL technique presents better
results than the AKF, with an inferior number of lads

lock iterations. It has been olvged that in order to use the
adaptive mechanism of the AKF a good CNO estimator
capable of working at low CNO environments is required
(which is very difficult). Fixing the CNO input with a low
value, presents similar performance to the DLL, so this
AKF (with fixed low CNO) can also be seen as a candidate.
Regarding phastracking, the PLL can track dowmO dB

Hz, but the FPL only is capable of tracking dowio 10
dB-Hz (the FLL component is does not bring any
advantage for static scenarios), having ledustness than
the PLL. For these reasons the most reliable technique is
the PLL/DLL. When it comes to modulations the GPS L5
presents the best accuracy due to its chip size and the GPS
L1 C/Ais very similar to the Galileo E1C.
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For theindoor pedestrian dynamicsscenario the tracking
limits are higher than inhe static one. Code tracking is
only possible
need to increase the i
but with dynamics this time cannot be very high and
because of that it is not possible to track for vieny
CNOObs. Phase tracking 1is
than 15dBHz.
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GPS L1 C/A Phase LoL performance for the different Techs
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Figure 16 Prob. of phase LoL for GPS L1 C/A- Dynamic
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Figure 18 Code tracking performance for Galileo E1C-
Dynamic

When it comes to the techniques, the most robust and
accurate code tracking technique configuration is the
DLL/FLL, due to the fact that it can handle higher
integration timeshan the PLL and FPLL and it is better in
following the user dynamics, providing better results when
acceleration is present. Unfortunately the FLL cannot track
phase, but frequency, therefore if there is the need to track
phase the FLL cannot be consieérand FPLL is then
preferred.

Static and Dynamic Multipath

In the static multipath scenario we have seen that code
tracking can be maintained below 1588 for GPS L1
C/A while Galileo E1 CBOC(6,1,1/11) appears to struggle
in low CNO environments, onlypresenting reasonable
results above 15 dBiz. The CBOC modulation appears to
only present an advantage over the GPS L1 BPSK(1) for
CNO values above 20dBz. Note that at this CNO level the
CBOC ACF shape becomes an advantage, due to its

sharper and narrowamain peak, allowing a better code
tracking resolution.
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Figure 19 Multipath: comparison of results - Static

In the case oflynamic multipath we have seen that the
carriertechniques have a lot of problems when dealing
simultareously with user dynamics and low CNO
environments. From all the techniques used, FPLL presents
better phase and Doppler estimates between -tsBnd
25dB-Hz and should be considered in scenarios where
dynamics are involved. Nevertheless phase trackineris
difficult below CNO of 15dBHz and should not be
expected.

Code performance for different Techs
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Figure 20 Multipath: comparison of results - Dynamic

Space Applications

The scenarios involving satellite orbits have shown to be
very challenging. The first testase considered the
possibility to have datdemodulation during aworbital
manoeuwre for LEO and GEO. We have seen that for LEO
using a data channel code and phase tracking is not possible
for CNO values below 30dBiz. It appears that the carrier
technigies were not able to handle simultaneously the tasks
of dynamic tracking, noise rejection and data
demodulationFor a GEO orbitamanoeuvrét is possible

to haveGPS L1 C/Adata demodulation for CNO values
down to 22.5dBHz with 50% of data demodulation
probability and 25dBor 90%

When testing sensitivity to dynamics for orbital
manoeuvresit was seen that seen that the higher the initial
Doppler error the higher the probability of the iterations to



be in lossof-lock. Recall that this initial error was
introduced in order to simulate the acquisition process.
Furthermore it was identified that below CNO of 26HB

it becomes very difficult to correct these errors.

Regarding the techniques, the performance of the
configurations DLL/FPLL and DLL/PLL is very similar in
terms of code robustness, but when it comes to phase
robustness the FPLL presents better results than the PLL
(the PLL loses lock and the FPLL has cycle slips, which do
not threaten the data demodulation)data demodulation
purposes.
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Figure 21 GPS L1 C/A comparison of results High
Dynamics

Manoeuvrdike environment was also tested for a LEO
satellite without data demodulation. We have seen that it is
possible to have code and phase tracking during
manoeuvresfor CNO around 25dB4z. Below this
threshold it becomes very difficult for the carrier
techniques to deal both with dynamic stress aatben
rejection.
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Figure 22 Analysis of tracking performance for different
initial Doppler errors i High Dynamics

Overall the technique that performed the best for carrier
tracking was FPLL, since it could deal with higher order
dynamics better than PLL and it could provide phase
tracking, something that FLL cannot do.

Remarks

For code tracking the best performances are provided by
the conventional DLL and AKF but fixing the estimated
C/NO at low levels. Regarding phase theresan@e good
candidates depending on the scenario. For static users the
conventional PLL should be used. Nevertheless if
dynamics are involved then it might be best to use FPLL.
Also, adaptivebandwidth PLL  (APLL), which
incorporates a loop bandwidth adaptimechanism based

on the C/NO level, was considered as a candidate
technique.

It was seen that carrier tracking below 15dB is in
general very difficult if not impossible. Therefore at this
level, carrier techniques that minimize the noise should be
used: PLL, and in the case of dynamics, FLL. For CNO
above 15dBHz it as seen that FPLL performed the best for
dynamics and PLL for static.

Furthermore and based on this information a new
architecture should be considered, one that allows carrier
trackingto switch between techniques, PLL to FPLL or
FLL before declaring losef-lock, since it is possible to
have code tracking without phase tracking. Such
architecture could minimize the declaration of lossks
lock and avoid the acquisition process which ba very
time and resource consuming.

SELECTED HIGH -SENSITIVITY TECHNIQUES

The following high-sensitivity GNSS signal processing
techniqueswere selected to be tested with the HISENS
PoC Demonstratoat GPS L1 and L5 and Galileo E1 and
E5a bands. Thdist includes some novel techniques, in
particular for norcoherent integration and nefar
detection:

A Openloop / Snapshot Techniques (Acquisition):
- Advanced correlation techniques
o Non-coherent PodsDetection Integration (NPDI)
[as baseline]
0 Generalized'runcated PosDetection Integration
plus Squaring Detector (GPDITSD)
0 Generalized Truncated Pd3etection Integration
(GPDIT)
- NF Detection Techniques
o Probability of threshold crossing
0 Chi-square Goodness of Fit (GoF)
- NF Mitigation Technique
0 Subspacerojection technique
- Multipath Detection
0 Slope Asymmetry Metric (SAM) (mean, variance
and SCT)

A Closedloop Techniques (Tracking):
DLL for code, PLL for phase [as baseline]
- DLL for code, FLL for frequency
- DLL for code, FPLL for phase
- DLL for code, APLL forphase
- Adaptive Kalman Filter (AKF) for code, PLL for phase



HISENS PoC DEMONSTRATOR

After reviewing the different high sensitivity techniques a
Proof of Concept demonstratasas developed in order to
test the selected techniques with RF signals obtdioed

a simulator and from real field tests.

The Proof of Concept (PoC) demonstraima hardware
and software platform capable obllecting RF samples
and testing differentGNSS high sensitivitytechniques
(snapshot and closddop). It is based omuasitopen loop
and closed loop architectures.

The following figures show the high level design of the
whole platform and its physical architecture:

HISENS PoC

Spirent HISENS PoC SW

Simulator

Enhanced Snapshot

Techniques
| | HISENS PoC HW
[Front-End + OCXO + Laptop] 1 PVT

Innovative Closed

Loop Techniques
Antenna

RF Samples High Sensitivity
Technique outputs

Figure 23 High level design of the PoC

The PoC HW platform is formed by theolbwing
elements:

A GNSS Antennasiwo different antennas are used, one
duatband highgrade antennaNpvatel GPS/03
GGG and a low quality patch antenn@apglas L1
patch antenna

A Amplifier+Splitter. used to feed the RF signal to the
two channels in th&rontEnd to take samples in L1
and L5 bands at the same time (GPS Sourté¢ag
Splitter).

A GNSS RF FrorEnd the Tecnalia HORUS3000
multi-constellation GNSS RFE is a superheterodyne
RF FrontEnd with 4 channels, each with an
independent LO (programmabRLL) to receive any
GNSS frequency bands from 1 to 2GHz. HORUS3000
connects to a Xilinx FPGA evaluation board by means
of a LPC FMC connector.

A OCXO: A mediumgrade OCXO, very stable in the
short term (to allow long integration times)s
employed to feedhe FrontEnd (Axtal AXIOM95).

A Laptop Connected to the Xilinx FPGA is used to store
the RF samples collected by the Frémid.

Figure 24 HISENS PoC HW elements

The PoC SW platform ia highsensitivity SW receiver
formed by the following elements:
A OpenLoop module: implements the selected

enhanced snapshot higknsitivity techniques capable
of acquiring the GPS (L1 C/A and ) and Galileo
(E1C and E5&)) signals stored in the RF sample files
collected by the FrdrEnd. It is based on an evolution
of E S ADBINGPOS platforn{40].

A ClosedLoopmodule: implements the selected closed

loop techniques capable of tracking the GPS (L1 C/A
and L5Q) and Galileo (E1C and ESQ) signals stored

in the RF sample files collected by the Fr&md. The
tracking is started using the code delay and Doppler
estmated by the opetoop techniques. It is based on

an evolution oftuepl8tiarins ROCA

A PVT module:it provides a PVT solutiofweighted LS

with meas. rejectionysing the code delays and the
Doppler measurements estimated by the acquisition or
the tracking modules.fie code ambiguitis solved by
using the technique described4i].



TEST CAMPAIGN

The HISENS test campaign covered tiodlowing use
cases:

A Static Indoor (SI)

A Dynamic Indoor (DI)

A Urban Canyon (UC)

A Space Applications (SA)

Four signals were selected to be processed in the tests,
being most of them pilot signals to allow increasing the

coherent integration time:
A GPS L1C/A: BPSK(1)
A GPS L5Q: BPSK(10)
A Galileo EXC: CBOC(6,1,1/11)
A Galileo E5aQ: AItBOC(15,10)

Thereweretwo differenttypes of test cases with respect to

the way in which the RF samples were collected:

Elevation
Ty] K
e (deg)
0-20 5
‘ 20-40 13
Urban 10-65 16
65-90 62
Type Echo Number | Delay Max (ns)
Urban 1 600
Type | EleV K d [Ph)] b
yp (deg) |Rayleigh| Mean Loss | Delay
0-15 15 11 -16 | 0.118
15-30 20 25 -18 | 0.066
Trba
Utban 50755 T 25 75 | -23 | 0.075
55-90 50 6 -26 | 0.080

Table 2 Urban Canyon Rician and Rayleigh fading
configuration parameters

A Simulation the GNSS RF signal was generated using
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Lab. The four use cases were tested with the simulator
setting accuracy, robustness and sensitivity tests
(decreasing the C/NO of the signals in steps of several
secondsjor indoor and urban use cases, and different
parts of LEO, HEO and GEO orbits for space
applications

As the Spirent simulator allows complete control of
the generated signals, a complete L1&L5 GPS
constellation was simulated along with a fully
populatedGalileo constellation. Alsoptincrease the
coherent integration time the pilot signalsreused,

and in the case of the GPS L1 C/A thavigation
message bits weréorced to a constant state (i.e.
setting all bits to 0), thus simulating as if the
navigation data would have been wipeff.

The multipath environment was simulated configuring
the Land Mobile Multipath (LMM) model in the
Spirent simulator for indoor[42]) and urban [¢3]
[44]) tests. Also two urban canyon tests were
configured using the DLR adel (45] [46]).
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Figure 25 Indoor Rician and Rayleigh fading configuration

parameters
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Figure 26 Indoor and Urban CanyonLMM elevation -
azimuth Masks

Field: the field test cases exe recorded on real
environments like GMV office oin urban canyons in
the city of Madrid.All the use cases except for the
space applications were also tested with field data. As
mentioned, pilot signals weresed to avoid the
navigation message bit transits in bng coherent
integration times, and in the case of GPS L1 C/A a
coherent integration time of 20 ms was used increasing
the number of nowoherent integrations instead.
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TEST RESULTS

Some of the most relevant results obtained when
processing the data collected during the tastpaigrare
presented in this section.

Sensitivity Tests

In the sensitivity testthe C/NO was configured to decrease
with time. Thus, the following figures show how lower
C/NO can be acquired when the integration time is

increased.
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Figure 29 Static Indoor Sensitivity Test Results NPDI GPS
L1 C/A (data wiped-off)
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Figure 30 Static Indoor Sensitivity i Comparison of
probability of acquisition for different techniques: GPS L1
C/A (data wiped-off)

With an acquisition integration length of 500mis is
possible tohave good acqsition results at C/NO values
down to 20dBHz. Below this empirical threshold
acquisition length must be increased to values up to 5 s.
With this configuration it is possible to acquirgrsls
around or below 10dBiz, and alsowith an integation
length of10 s signals with a C/NO close to 5d#. But
with 10 sthe results were not considerable better than with
5 s in order to justify using such a long acquisition length.
It is important to remark that as the acquisition integration
time inaeases so does tmeemory and time required to
process the simulatiorsimilar results werebtainedfor
GAL E1C.
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Figure 31 Static Indoor Sensitivity Test Results NPDI GAL
E1C
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Figure 32 Static Indoor Sensitivity i Comparison of
probability of acquisition for different techniques: GAL E1C

In both GPS L1 C/A and GAL E1C results it can be seen
that NPDI method shows better probability of acquisition
than the GPDIT and GPDITSiar long integration time
valuesHowever, the GPDIT may provide anpnovement
over the NPDI method as, theoreticalthe larger the
number of norcoherent correlation, the more difference
might exist between the GPDIT and the NPDI in a
Gaussian channeThis issue is currently under analysis.

Similar results are obtained in the dynamic indaod In
the urban canyon sensitivitgsts:
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Figure 33 Dynamic Indoor Sensitivity Test Results NPDI
GPS L1 C/A (data wipedoff)
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Figure 34 Dynamic Indoor Sensitivity Test Results NPDI
GAL E1C
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Figure 35 Urban Canyon Sensitivity Test Result§ NPDI

GPS L1 C/A (data wipedoff)
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Figure 36 Urban Canyon Sensitivity Test Results NPDI

GAL E1C

Figure 37 Urban Canyon Sensitivity Test Result§ NPDI
GPS L5Q

SAM

In Figure38it is possible to see the SAMsultsevaluaing

the distortion of the correlation peak (mainly due to
multipath effects). Note that the distortion effect on SV27
can be cledy identified with this metric. When multipath

is present and affects the correlation peak SAM provides
high positive or negativealues.

Figure 38 Static Indoor Sensitivity Test: SAM Resultsi GPS
L1 C/A (data wiped-off)

Figure 39 Static Indoor Sensitivity Test: SAM Resultsi GPS
L5-Q

The SAM metrichas also provetb be a good indicator of
the presence of multipath in the simulated accuean/in
the real fielotests:

Figure 40 Static Indoor Accuracy Test: SAM Resultsi GPS
L1 C/A (data wiped-off)

Figure 41 Urban Canyon Field Test: SAM Results GPS L1
C/A (CohTime: 20ms, NorCoh: 25)

Near-Far Mitigation

The next figures present a test for NRidth and without
Nearfar mitigation. It is possible to see that when the
mitigation is used the NPDI technique is able to identify a
satellite previously not acquired


















