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Abstract—This paper proposes a methodologic approach for the performance assessment of beamforming techniques for interference mitigation on GNSS receivers. The use of spatial diversity has been studied extensively for antenna arrays with a high number of elements, few studies consider the case of a small antenna array that could fit into a handheld device. Some uncertainties arise from this problem, such as the optimal position of the antennas given the low space available, the strong dependance of the performance to the Direction-of-Arrival (DoA) of both the desired signal and the interference/s, the minimisation of complexity due to the power constraints in handheld devices and the optimal beamforming technique to apply in such a device. These problems are tackled in this paper, providing insight on the performance that can be expected. Specifically, this paper focuses on the performance for GNSS receivers. A complete analysis on the key performance indicators for GNSS is performed, focusing on the effective \( C/N_0 \) and phase and code jitters that can be expected after beamforming, which give a better assessment than simply taking into account indicators such as the interference null depth.
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I. INTRODUCTION

The use of handheld devices has become massively extensive in the last years, with wireless communications and navigation applications experiencing a massive proliferation in urban environments thanks to the increasing widespread deployment of enabling technologies such as 5G, the Internet-of-Things (IoT) and Global Navigation Satellite Systems (GNSS). This has unveiled the need to cope with signal propagation impairments such as interference, multipath and spoofing that abound in such urban environments [1], [2]. With the proliferation of interference sources, jamming has become a greater concern in these environments. Two kinds of interferences are considered: unintentional and intentional. The former are not intended to interfere, but nevertheless cause problems in the User Equipment (UE), which include man-made interferences as well as natural phenomena. Meanwhile, intentional interferences are designed to specifically harm the user and thus pose a more significant threat.

The number of present interferences strongly depends on the location of the UE, as does its variety. In general, sites with the most human activity and traffic are more affected by interference (both intentionally and unintentionally), whereas remote sites have fewer events, although there is a high variation in activity depending on the infrastructure, the local environment and the country [3]. Most interferences have a negligible impact on the UE but, nonetheless, due to their high occurrence in the urban environment, the noticeable ones will be frequent. This leaves a great necessity to deal with these interferences in urban environments.

The use of array processing techniques, also known as spatial filtering or digital beamforming (DBF), is known to be the most powerful approach to combat the above impairments [4]. The goal is to steer the array beam toward the line-of-sight signal (LOSS) for signal-to-noise ratio (SNR) maximization, and to place nulls at the Direction-of-Arrival (DoA) of the undesired signals. Some examples of conventional beamformers are the phased array, the Capon [5] and the linear minimum mean square error (LMMSE) [6] techniques. One method that has gained traction in the past years is the Power Inversion (PI) [7], which does not take the Direction-of-Arrival (DoA) information of the LOSS (unlike Capon) and still guarantees interference mitigation despite its low implementation complexity.

Difficulties arise, though, when moving to the arena of handheld devices such as tablets or smartphones, which are driven by constraints on miniaturization, low power consumption and low-cost components. The advent of 5G cellular networks has definitely paved the way for the deployment of antenna arrays in such devices as a de-facto standard in the context of multiple-input, multiple-output (MIMO) systems [8]–[11]. This is motivated by the use of millimeter-wave signals allowing the implementation of arrays in an area with tiny dimensions. Some examples can be found in [12]–[14] for 5G applications. However, this is not the case for other technologies such as GNSS, where the antenna separation...
Beamforming is the process of linearly combining the signal samples coming from each of the antennas in the receiver array with the aim of concentrating the array beam towards a specific DoA, while filtering out the contributions coming from other specific DoAs. This can be achieved by applying a set of spatial filtering coefficients or weights to the signal in (1) perceived by the array, as shown in equation (2).

\[ y(n) = w^H(n) \cdot x(n) \]  

where \( w(n) \in \mathbb{C}^{L \times 1} \) is the weight vector and \( y(n) \) is the signal at the beamformer output. Note that \( y(n) \) has a scalar magnitude, and thus can be understood as the output of an equivalent smart single antenna. The beamforming problem comes down to determining the coefficients in \( w(n) \) that satisfy a given design criterion, which is where the beamforming techniques come into play, as explained next.

III. BEAMFORMING TECHNIQUES FOR INTERFERENCE MITIGATION

Interference mitigation by means of spatial filtering can be implemented either before or after the de-spreading at the GNSS receiver, what is often known as pre- or post-correlation, respectively. Pre-correlation is adopted herein because it is at this stage, before de-spreading, where interference signals are more visible and can thus be easily detected. Unlike multipath or spoofing, interferences are uncorrelated with the GNSS signal and received with a much larger power, thus greatly simplifying the mitigation process. Following the pre-correlation approach, the beamformers considered herein will therefore work with the samples obtained at the output of the RF front end of the receiver, before the correlation with the local replica. Such beamforming techniques are briefly presented next.

A. Phased Array

The Phased Array beamformer (PA) is certainly the simplest technique. Its underlying idea is to sum the contribution of the signal received at each antenna when the antenna array is pointing at the direction of the LOSS. Accordingly, the PA can only improve the SNR by a factor of \( 10 \log_{10}(L) \) and its weights are given by,

\[ w_{PA} = a_0. \]

This beamformer is thus just a spatial matched filter to the spatial signature of the received signal when the spatial noise is uncorrelated among antenna elements. However simple, its performance is poor for interference mitigation.

B. Capon beamformer

The Capon beamformer, also known as the Minimum Variance Distortionless Response beamformer (MVDR) is a rather general beamforming approach. The weights of this beamformer come from minimising the power of the received signal subject to a constraint in the DoA of the LOSS, which keeps it from altering the desired signal. The MVDR is capable
of enhancing the SNR by the same factor as the PA, but with
the addition of the power minimisation condition,
\[ \min_{w} P_{y} = \min_{w} w^{H} R_{x} w \text{ subject to } a_{0}^{H} w = 1 \] (4)
which leads to the weights,
\[ w_{\text{MVDR}} = \frac{R_{x}^{-1} a_{0}}{a_{0}^{H} R_{x}^{-1} a_{0}} \] (5)
where \( R_{x} = [X X^{H}] \in C^{L \times L} \) is the auto-correlation matrix of
the data in \( X \). Since the MVDR is solely based on power,
and at pre-correlation stage the only visible power is that of
the interference signal, the MVDR will tend to place nulls in
the beampattern at the DoA where interferences are located.

C. Power Inversion

The main idea of the **Power Inversion** beamformer (PI) is
to minimise the total power at the array output under the
constraint that one of the antennas (the reference one) must
keep its weight equal to 1. In fact, the array architecture can
be thought of as the reference antenna plus a set of auxiliary
antennas. Effectively, this beamformer chooses the weights
pertinent to the auxiliary antennas in such a way that the
interference component in the reference antenna is suppressed,
which is an approach similar to that of the SideLobe Canceller
(SLC) in RADAR applications.
The criterion for the weight calculation is the following,
\[ \min_{w} w^{H} R_{x} w \text{ subject to } \delta_{1}^{H} w = 1 \] (6)
which leads to the following weights,
\[ w_{\text{PI}} = \frac{R_{x}^{-1} \delta_{1}}{\delta_{1}^{H} R_{x}^{-1} \delta_{1}} \] (7)
where \( \delta_{1} = [1, 0, ..., 0] \) is the Kronecker delta, the position of
the ‘1’ being the position of the reference antenna in the array.

IV. METHODOLOGY FOR ASSESSING INTERFERENCE
MITIGATION PERFORMANCE IN GNSS RECEIVERS

The obtention of the attenuation values provided by the
beamformer is clear and has been presented in the literature
for a higher amount of antennas. However, while the nulling
capability of the beamformer is a good indicator on its
performance, more direct and key indicators on performance
of a GNSS receiver are the \( C/N_{0} \) as well as the carrier phase
and code jitters.

The general outline for the methodology followed to obtain
these parameters is shown in Figure 1. As can be seen on
the left hand side of this figure, knowing the Signal-to-Interference
ratio (SIR) at the input of the beamformer (that is, knowing the
the power ratio between the GNSS signal and the interference),
one can then compute the corresponding SIR at the output
of the beamformer by knowing the interference cancellation
brought by the antenna array, namely \( \beta_{\text{DBF}} \). In this way,
SIRout (dB) = SIRin (dB) + 10 log_{10} \beta_{\text{DBF}}. Once the SIR at
the output of the antenna array is known, the effective \( C/N_{0} \) that
a GNSS receiver will perceive in the presence of the residual
interference that might still be present, is given by [17]:
\[ (C/N_{0})_{\text{eff}} = \frac{1}{(C/N_{0})} + \sum_{m=1}^{M} \frac{1}{\text{SIR}_{\text{out},m} \cdot Q_{m} R_{c}} \] (8)
where \( C/N_{0} \) is the nominal \( C/N_{0} \) (i.e. the \( C/N_{0} \) when no
interferences are present), \( R_{c} \) is the spreading code rate (e.g.
1.023 Mchips/s) and \( Q \) is the jamming resistance quality factor
[17, Eq. 6.9]. A Continuous Wave (CW) interference has been
chosen for our simulations since it is the most degrading case
(with a \( Q = 1 \) ) [17]. With the effective \( C/N_{0} \) estimates
obtained from (8), the code and phase jitters can be estimated
if the parameters of the Delay Lock Loop (DLL) and the
Phase Lock Loop (PLL) in the receiver are known, by using
[17, Eq. 6.32], where the \( C/N_{0} \) should be substituted for the
\( (C/N_{0})_{\text{eff}} \) and [17, Eq. 5.7], respectively. Noticeably, [17, Eq.
6.32] shows a dependency on \( f^{2} \) and on the GNSS signal
spectrum at the baseband frequency of the interference, for
the delay jitter calculation. This entails that the interference
causes higher errors in the DLL if its frequency is higher.
Meanwhile, the error in the PLL has the opposite effect, it
is higher for lower frequencies. For our simulations we have
considered an interference with \( f = 0 \text{ Hz} \), which is the most
damaging for the PLL.

This set of equations provides a relationship between the
code and phase jitters, the effective \( C/N_{0} \) and the SIR at
the output of the beamformer. Hence, by knowing only one
of these parameters, the others can be estimated. Typically,
certain requirements have to be met in the jitters and/or the
\( C/N_{0} \) and therefore, this method provides the attenuation
levels that the beamformer needs to provide to reach such
requirements.

V. SIMULATION RESULTS

The results in this Section follow the methodology described
in Section IV, abridged in Figure 1. First, the SIRin is deter-
mined by defining the scenarios for the interference, in Section V-A. Then, the cancellation of the beamformer is computed, and the effective $C/N_0$ is obtained with (8). Finally, the effective $C/N_0$ is compared to a limit $C/N_0$ given by a set of requirements on the code and phase jitters, in V-B. Following this methodology, the performance of the beamformer will be assessed for different array configurations representative of a GNSS handheld device.

Digital beamforming for handheld devices tends to struggle in distinguishing the LOSS from the interference due to the small array geometry. In contrast, for a high number of antennas, the main lobe has a thin beamwidth, which allows it to be spatially separated from the null placed for the interference. However, reducing the number of antennas enlarges the beamwidth of the main lobe, which affects the cancellation of the interference. In order to shed light onto this effect, a statistical analysis has been carried out for determining the attenuation and effective $C/N_0$ for a wide sweep of DoAs of LOSS and interference. It is performed for all the proposed antenna array architectures, for the case of one interference in Section V-C, or multiple interferences in Section V-D.

### A. Definition of scenarios and operation zone

Coming back to the methodology in Figure 1, the first step is to determine the input SIR to be considered for the scenarios where the interference mitigation performance is to be analysed. The input SIR depends, on the one hand, on the power of the GNSS signals, which is assumed to be $-158.5$ dBW [18], and, on the other hand, on the power of the interference signal that is received at the GNSS UE. The latter depends in turn, on both the transmit power of the interference source and on the distance from such transmitter to the GNSS UE. Two scenarios will be considered henceforth representing either a strong or a weak interference signal. The representative power levels of these two cases will be assumed to be -55 dBW and -95 dBW, respectively, which correspond to different situations of transmit power and distance, as shown in Table I.

The operation range for the interference mitigation techniques to be considered herein is thus defined according to these two scenarios, so that any interference between -95 dBW and -55 dBW is considered to be in the operation zone. These two scenarios are interesting because the beamformer performance strongly varies with the received power of the interference. The resulting SIR$_{in}$ values turn out to be contained within the range of -103.5 dB to -63.5 dB.

Finally, the requirement for our code and phase jitters has been set to 15 cm and 1.4 mm, respectively. Following [17, Eq. 5.7] and [17, Eq. 6.32], the minimum required $C/N_0$ that needs to be preserved in order to provide the aforementioned jitter, has been found to be $44.2$ dBHz, which is the worst case among the two jitter requirements.

### B. Beamformer interference cancellation and corresponding effective $C/N_0$

Once the SIR$_{in}$ is known, the next step is to obtain the SIR$_{out}$ and corresponding effective $C/N_0$, following Figure 1. In doing so, the PA, PI and MVDR have been tested for a CW interference, although this result can be extrapolated to any type of interference since these algorithms rely on power. Following the definition of each beamformer and (8), the attenuation values and the effective $C/N_0$ have been obtained, considering the operation range defined in the previous Section.

These values have been printed onto Figure 2, which shows all the parameters at hand: the attenuation levels of each beamformer against interference power, the corresponding effective $C/N_0$, and a comparison with the values set by a requirement in the code and phase jitters. This figure conveys very nicely all the parameters at hand, and can be easily used as a reference when checking the necessary attenuation given some requirement in the $C/N_0$. Furthermore, the operation zone is marked by the black trapezoid with a delimitation set by the requirement. Any attenuation value provided by the beamformer inside this trapezoid complies with the requirement.

The two scenarios in Table I have been considered in Figure 2 setting a nominal $C/N_0$ of 45 dBHz as the representative one for outdoor working conditions. The DoA of the LOSS is equal to $[0^\circ, 0^\circ]$, and that of the interference equal to $[85^\circ, 20^\circ]$ in [elevation, azimuth]. As expected, the results of the PA are the worst, located far away from the trapezoidal region in Figure 2.
2 compliant with the requirements. In contrast, both the PI and MVDR provide good cancellation, although the MVDR presents better results because of the added signal enhancement. Nonetheless, the results clearly show that the higher the interference power, the better the beamformer attenuation and, with it, the effective $C/N_0$. Since these beamformers are based on power, they struggle with lower-powered interferences, but they excel when the interference can be clearly distinguished in the signal spectrum. Nonetheless, our requirement of having a $C/N_0$ above the 44.2 dBHz set by the PLL and DLL jitters is still met in all cases.

C. Statistical analysis: one interference case

This Section presents the results on the attenuation levels and effective $C/N_0$ achieved by the MVDR beamformer by exhaustively varying the DoA of both the LOSS and the one interference. They have been simulated using the weak interference power in Table I, that is -95 dBW received power, corresponding to the lower line of the trapezoid in Fig. 2 (i.e. 4W transmit power, with a receiver at 2 km). The results for the strong interference case are less interesting because in this case, the beamformer easily identifies the interference and the cancellation is practically always enough to provide the maximal $C/N_0$ values, as explained in Section V-B.

The results are shown in Fig. 3 by showing the aggregate statistical distribution of the MVDR cancellation when the DOA of the LOSS is placed at $0^\circ$ azimuth and ranges from $0^\circ$ to $90^\circ$ elevation, while the DOA of the interference is placed at $30^\circ$ azimuth and ranges from $0^\circ$ to $60^\circ$ elevation. The X-axis of Fig. 3 represents the MVDR cancellation, where a red line indicates the minimum cancellation that is needed to be compliant with the requirements set in Section V-A (i.e. the lower left hand corner of the trapezoid in Fig. 2).

Figure 3 shows that using four antennas instead of three does not carry a substantial gain, while the gain from two to three is considerable since the 2-ULA does not have spatial diversity in azimuth. Between the three antenna options, the 3-eq is marginally better, while the 4-Y is also somewhat better than the 4-URA (complying with [19], [20]) because the results have less variance and adhere better to the requirement. In this sense, using either of the three antenna options is encouraged due to the increase in complexity of using four antennas. For small handheld devices, these results also show that using two antennas still provides decent performance, as shown in Figure 4. For the case of bigger devices such as tablets, the 4-URA may be preferred over the 4-Y due to it occupying less space, since the separation between antennas for the 4-URA can be $\lambda/2$.

Noticeably, while the effects of the antenna radiation pattern on the interference cancellation are not included in this analysis (they are considered to be zero), the difference in the results will not be high since the quality of the antennas of handheld devices is low and do not provide much attenuation to the interference/s per se.

D. Statistical analysis: two interferences case

This Section considers the same analysis in Section V-C but for the case of two interferences. The second interference has the same DoA range as the first one, as described in Section V-C. The 2-antenna array is not considered since it cannot mitigate more than one interference. Figure 5 shows the attenuation values for each of the proposed antenna arrays in a 3D histogram that combines them. As in the case for one interference, using four antennas does not massively improve performance with respect to using three, although it does so more than the one interference case. As expected, the requirement is tougher to reach with two interferences, but the difference is not massive in comparison with the one-interference case, and the requirement is still met in most DoA combinations.

One special case is when both interferences are very spatially close to the LOSS (that is, for a difference in only elevation or azimuth between $10^\circ$ and $30^\circ$), in which the 4-Y does mitigate the interferences much better than the 4-
VI. CONCLUSION

In this paper we have evaluated the feasibility of performing interference mitigation with beamforming techniques using a small number of antennas. A simulation campaign has been carried out to benchmark various antenna array configurations that can adapt to the small available area of a handheld terminal. The proposed methodology is capable of combining GNSS key performance metrics, such as the effective $C/N_0$ and code and phase jitters, and relating them with beamforming attenuation. Results show that three-antenna array structures provide the best results in a tradeoff between performance and complexity. When two interferences are present, the four antenna Y-shaped trumps all the other options only if both interferences are very spatially close to the LOSS. Furthermore, although three- or four-antenna arrays provide better performance, decent results are obtained for two-antenna arrays, thus confirming the suitability of the latter for the practical implementation in small devices such as smartphones.
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