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Abstract—Integrated sensing and communications (ISAC) is
expected to play a key role in developing many innovative
applications. This is the case for localization systems when
operating from low Earth orbit (LEO). For example, it has been
studied that global navigation satellite systems (GNSSs) need
alternative waveform configurations when moving to LEO. These
new waveforms must allow both sensing and communication
functions for localization purposes. In this sense, a chirp spread
spectrum (CSS) signal is shown in the literature to be a good op-
tion for LEO localization with reduced complexity with respect to
current configurations. For this reason, in this paper, we propose
an optimized CSS-ISAC signal design for LEO localization. The
proposed signal design is shown with numerical results to provide
a flexible way to optimize useful ISAC performance trade-offs
with reduced signal processing complexity.

Index Terms—CSS, ISAC, Localization, LEO.

I. INTRODUCTION

Integrated sensing and communications (ISAC) has been
identified as a key enabler for 6G [1], but its extent reaches ap-
plications beyond classical radar sensing and communication
networks. This is the case of localization systems in which
we need to sense time delay and Doppler to provide measure-
ments that allow us to compute the position of the user [2].
Furthermore, to make this localization possible the reception
of some information is needed such as the position of the
anchor nodes, some corrections (e.g., clock and atmospheric
errors), or time references. It is here where we find the link
between localization and ISAC systems.

A clear example is global navigation satellite systems
(GNSS) that uses satellites as anchor nodes to transmit signals
that allow the users on Earth to compute its position [2].
The last trend is to move GNSS to low Earth orbit (LEO) to
exploit the opportunities that LEO may bring to localization.
These opportunities deal with the main challenges of current
localization systems [3]–[5], but they also bring some impor-
tant challenges that need to be solved. For localization, the
most critical aspect is related to the higher Doppler frequency
in LEO compared to current systems [6]. This compromises
the performance and most importantly it complicates the
acquisition process of the received signals [7].

A chirp spread spectrum (CSS) signal has been proposed in
the last years to provide ISAC capabilities for LEO localization
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with reduced complexity compared to current settings [5], [8]–
[10]. This fact shows that waveform design plays an important
role in localization and therefore ISAC systems. The focus is to
define a dual-function waveform that is capable of sensing and
communication (S&C) by the shared use of signaling resources
[1]. Depending on the integration level, ISAC waveforms are
classified in the literature as non-overlapped resource alloca-
tion [11]–[13] and fully unified waveforms. The maximum
integration gain in ISAC is obtained by the second approach.

Fully unified ISAC waveforms are generally designed ac-
cording to three different philosophies [14], [15]: sensing- or
communication-centric design, and joint design. The two first
options aim at incorporating the communication or sensing
functionality into existing sensing or communication wave-
forms, respectively. This limits the performance of one of
the S&C functionalities, which can be solved by considering
a joint design as done in this paper. The goal of a joint
design is to provide an ISAC waveform specifically designed
to jointly provide S&C instead of relying on existing sensing
and communication configurations [1]. To do so, a weighting
factor is used to balance the priority/preference assigned to
S&C functionalities in the waveform design.

In this paper, we consider a CSS signal design for ISAC
to be used in LEO localization. The use of CSS-ISAC wave-
form design has barely been adopted only for sensing-centric
designs [1], thus without fully exploiting the integration gain.
The CSS signal design for LEO localization targeting low-
complexity is studied in [5], [8]–[10], but without considering
any performance trade-off. Based on this observation, we
propose in this paper an optimized CSS-ISAC joint design
useful for localization with LEO satellites. In particular, the
contribution of this paper is to provide a joint design of CSS
targeting the optimization of a valuable S&C performance
trade-off. To do so, we introduce in Section II the considered
ISAC system model used in Section III and Section IV to
analyze the proposed ISAC performance and to explain the
proposed signal design, respectively. Finally, Section V gives
the numerical results and Section VI concludes this paper.

II. CSS-ISAC LEO LOCALIZATION

In this section, we introduce the model for the ISAC system
with CSS used in this paper. This will include the general
CSS signal model and its corresponding S&C model. For
the S&C part, we describe the considered signal model as
well as its receiver processing in terms of estimation and978-8-3503-8544-1/24/$31.00 ©2024 IEEE



data demodulation. Furthermore, we will consider the multiple
satellite access to provide ISAC capabilities from different
satellites in view in a LEO constellation, thus considering the
multiple satellite interference (MSI).

A. Signal Model

Let us consider the most general form of a CSS waveform,
which is a signal that linearly varies its frequency. This
variation can be positive (up-chirp) or negative (down-chirp)
within a given bandwidth B and during a given duration or
chirp period, Tc. This variation is characterized by the chirp
rate or slope of the CSS signal defined as µ .

= B/Tc so that
the baseband frequency of the CSS signal is given by

f±(t; f0) = ±fµ(t; f0)
.
= ± ([f0 + µt]B −B/2) , (1)

with f0 ∈ [0, B] the initial frequency, the ± sub-index denotes
an up- or down-chirp, and fµ(t) ∈ [−B/2, B/2] by the
application of the modulus-B operator (i.e., [·]B).

Since each baseband chirp is bandlimited to B/2, it can be
sampled at Fs = B with Nc = BTc samples at each chirp
period. Let fµ[n] = fµ(t)|t=n/Fs

be the sampled baseband
frequency, and φµ[n] its corresponding phase. Then, the up-
chirp signal samples are written in this paper as

sµ[n; f0] = ejφµ[n]
.
= exp

(
j2π

n−1∑
k=0

fµ[k; f0]

)
, (2)

and the down-chirp corresponds to its complex conjugate,
i.e., s∗µ[n; f0]. In this paper, when f0 = 0 we will write
sµ[n]. This is the case of the sensing component, which
only focuses on estimating the sensing parameters given by
θs

.
= [τ, fD]

>, with τ and fD the (normalized by 1/Fs) time-
delay and corresponding Doppler frequency experienced after
propagation through the channel.

Once the sensing parameters are estimated we use them
to synchronize the communication component at the receiver
to demodulate the delivered data denoted by θd. In this
paper, we consider the S&C components can be independently
processed at the receiver to obtain the desired parameters.
Let θ = {θs, θd} be either the sensing or communication
parameters so that the received samples are written as

r[n;θ] =
√
Ps · sµ,θ[n] + w[n], (3)

with Ps the received signal power, {sµ,θs
[n], sµ,θd [n]} the re-

ceived signal component for either sensing or communication,
respectively, and w[n] AWGN with power σ2

w. The metric
CN0

.
= B · (Ps/σ

2
w) will be henceforth referred to as the

carrier-to-noise density ratio (CN0).

B. Sensing Signal Model

To jointly estimate the time delay and Doppler frequency,
we need the transmission of an up- and down-chirp together as
done in [5], [16], [17]. This signal will be considered here for

the sensing, and it will be henceforth referred to as the BOK-
chirp signal. Recall the up-chirp is the complex conjugate of
the down-chirp so that we write

sµ,θs
[n] =

√
1

2

(
ejφµ[n−τ ] + e−jφµ[n−τ ]

)
ej2πfD(n−τ), (4)

and the received signal is given by (3). This signal structure
allows us to obtain the sensing parameters applying the so-
called de-chirp process to each up- and down-chirp component
[5].

Let rdc,±[n]
.
= r[n]·exp (∓jφµ[n]) be the de-chirped signal

and Rdc,±(f) its discrete-time Fourier transform (DFT) at the
continuous frequency f . Then, the de-chirped frequency used
for the sensing parameter estimation is defined as

fdc±
.
= argmax

f
{< {Rdc±(f)}} , (5)

with <{·} the real part operator. The maximum likelihood
estimate (MLE) of θs is given by [5], [18]

θ̂s =

[
−fdc+ − fdc−

2µ
,
fdc+ + fdc−

2

]>
. (6)

Note that τ̂ ∈ ±Tc/2 and f̂D ∈ ±B/2, thus fixing the time-
delay and Doppler frequency values we can measure without
ambiguity.

C. Communication Signal Model

Once the sensing parameters are estimated, we can syn-
chronize the received signal so that τ = fD = 0 for
the communication signal model. The use of different initial
frequencies as data modulation is used in this paper, and it
will be henceforth referred to as FSK-CSS. For its definition,
let Nb be the number of bits per symbol, and M = 2Nb be
the number of symbols in an M -ary constellation. Then, the
k-th symbol with k = 1, 2, . . . ,M assigns the following initial
frequency fk = k(B/M) ∈ (0, B]. Now, let θd = fk so that
sµ,θd [n] =

√
0.5(sµ[n; θd]+s

∗
µ[n; θd]) and the received as in

(3). Then, the data can be demodulated as the second element
of θ̂s in (6), i.e., θ̂d = |θ̂s|2.

D. Multiple Satellite Access

Localization with Nsat LEO satellites is considered in this
paper. For this purpose, we need the reception of at least 4
satellites to obtain the position of a user [2]. We consider
different transmission slopes from different satellites given
by µi for i = 1, 2, . . . , Nsat. Also, let θi = {θ(i)

s , θ
(i)
d } be

the S&C parameters of the i-th satellite, respectively, and
θ = [θ1,θ2, . . . ,θNvis ] with Nvis the number of visible
satellites given by the set Ivis = {k1, k2, . . . , kNvis

}. Then,
each satellite generates its own signal component sµi,θ[n]
following the previous S&C signal models and experiencing
different propagation conditions θ

(i)
s = {τi, f (i)D }. So that

r[n;θ] =
√
Ps

∑
i∈Ivis

si[n;θi] + w[n]. (7)

Now, let R(i)
dc±(f) be the DFT of the i-th de-chirped signal,

and Hj with j = {1, 0} the hypothesis that the i-th satellite is



visible or not, respectively. Then, Ivis is identified by resorting
to the following GLRT [19] for i = 1, . . . , Nsat:

Ti(x) = <
{
R

(i)
dc +(fdc+) +R

(i)
dc−(fdc−)

} H1

≷
H0

h, (8)

where h is the detection threshold. Then, the correspond-
ing S&C estimator is applied for all detected satellites. It
is important to note that the reception of different signals
affects the performance in terms of detection, estimation, and
demodulation.

Now, let ρi[n] = exp(−jφ2µi [n]) be
the interference between up- and down-chirp
components in the received BOK-chirp, and
ρzi[n] = exp(−jφµi+µz [n]) + exp(−jφµi−µz [n])
be the interference of satellite z into the i-th received signal.
By the spread spectrum nature of CSS, these interferences
are modeled as pseudorandom noise so that they contribute
to an increment of the noise power quantified by the MSI
component given by

σ2
i = 2 · Ps

Nc

Nc∑
n=0

<

ρi[n] +
∑
z∈Ivis
z 6=i

ρzi[n]


2

. (9)

This increment of the noise power has to be included in
the received CN0 in the form of carrier-to-noise density plus
interference ratio (CIN0) defined as

CIN0
.
= CN0

(
1 + CN0 · (σ2

i /B)
)−1

(10)

III. ISAC PERFORMANCE ANALYSIS

For the joint design of ISAC waveforms, it is of paramount
importance to derive S&C key performance indexes (KPIs)
to define valuable trade-offs for the optimization of the ISAC
signal design. It is worth saying that MSI plays a key role
in the definition of KPIs since it links both S&C metrics.
In other words, a reduction of the MSI leads to improved
performance for both S&C functionalities. Henceforth, the
MSI effects are considered by relying on the CIN0 defined
in (10). We consider the results for a given satellite so that
the sub-index i will be henceforth removed.

A. Sensing Performance

Sensing performance metrics are based on detection and
estimation metrics. Two KPIs are considered in this paper: the
sensitivity defined as the capability to detect a given signal,
and the accuracy on the estimated parameters.

1) Sensitivity: The capability of the GLRT detector T (x)
to detect a signal is measured by the probabilities of detection
(PD) and false alarm (PFA):

PD(h)
.
= Pr {T (x) ≥ h | H1} ,

PFA(h)
.
= Pr {T (x) ≥ h | H0} .

(11)

To derive a closed-form expression, let Z .
= T (x) = X++X−

with X±
.
= argmaxf{Yf±} and Yf± the DFT frequency

bins after applying the <{·} operator. So, Z and Yf± are

linked by the maxf{·} operator. Thus, the distribution of Z is
driven by the total probability of Nc cells distributed as Yf±.

Now, let σ2
T = σ2

w+σ
2
i with σ2

i given in (9), CIN0 given in
(10), and Q(·) the Q-function. Then, based on the link between
total and cell probabilities [20] with the AWGN model in
Section II-A the PD and PFA can be computed as

PFA(h, Tc) = 1−

(
1−Q

(
h√

2Ncσ2
T(Tc)

))Nc

,

PD(h, Tc) = Q

(
h√

2Ncσ2
T(Tc)

−
√

2TcCIN0(Tc)

)
.

(12)
We have emphasized the dependence of Tc in parenthesis on
PD, PFA, the MSI power, and CIN0. This result is very useful
from the signal and receiver design point of view as it will be
shown in Section IV.

2) Ranging accuracy: For a theoretical evaluation of the
sensing parameters estimation, we base on the Cramér-Rao
Bound (CRB) of the estimated parameter for the considered
signal model. To do so, since the sensing parameters are
un-coupled when using the BOK-chirp, the CRB of (f̂D) τ̂
can be derived from the signal model given by (4) when
assuming (τ ) fD = 0. So, the derivation of CRBτ is reduced
to the derivation of the CRB from the signal model in (3)
when considering the signal in (2) and fD = 0. After some
straightforward calculus, we get (e.g. from (3.37) in [18])

CRBτ̃ (Tc) =
3

(2π)2B2TcCIN0(Tc)
. (13)

Note we use the τ̃ index to indicate the s2 units of the CRB.

B. Communication Performance

Communication performance metrics are based on effi-
ciency and reliability. We will consider the bit error rate (BER)
and data rate, which are introduced next. These two KPIs
are selected because of it usefulness in localization systems.
Spectral efficiency is another efficiency metric used in com-
munications, but it is not considered as KPI for localization.

1) Bit error rate: For the evaluation of the reliability of
the communication, we rely on the BER of the FSK-CSS
signal considered in this paper. To show the dependence of
this BER on the signal design parameters, it is useful to look
at closed-form expressions based on curve fitting, or BER
approximations as in [21]:

Pe (Tc,M) = 0.5 ·Q
(√

2CIN0(Tc) · Tc − ζ(M)
)
, (14)

with ζ(M) =
√

1.386 · log2(M) + 1.154. In this paper, for
the sake of ISAC, we keep Tc as a degree of freedom for the
signal design.

2) Data rate: To quantify the amount of data we can
transmit with a given signal configuration, we compute the
number of bits transmitted per chirp period:

Rb (Tc,M)
.
=

log2(M)

Tc
=
Nb

Tc
. (15)



We consider this data rate more convenient for a joint design
than the channel capacity, although some ISAC literature has
considered the capacity as KPI to be traded-off with some
sensing metric [1].

The reason for using data rate instead of capacity is that
we are targeting a joint design for ISAC. This is the reason
that we kept Tc as a degree of freedom to optimize some
performance. Then, M will be fixed as the maximum possible
value that satisfies some signal design constraints (e.g., BER
constraint) as done in Section IV. Note this is different from
the traditional signal design for communications, in which
all the signal design parameters are chosen to optimize the
communication performance. Is in this case that we can think
about achieving the channel capacity, but this may not be the
case in ISAC.

IV. OPTIMIZED JOINT CSS-ISAC SIGNAL DESIGN

This section proposes a joint design of a CSS signal for
ISAC. This design includes the selection of the CSS signal
parameters that drive the performance in terms of S&C. In this
paper, we consider these parameters to be θSD

.
= [Tc,M ]>.

Other parameters involved in the ISAC performance and driv-
ing the selection of θSD are classified as input and constraints
parameters. The former are usually limited in practice so we
do not have a degree of freedom to select them. In our case,
these parameters include θin

.
= [B,CN0]>. The constraint

parameters include those requirements to be considered during
the signal design. We consider requirements in terms of PFA,
PD, and BER given by θc

.
= [α, β, γ]>, respectively. With this

setting, in this section we first introduce the general formula-
tion of the proposed signal design, and then we consider two
different trade-offs.

A. Constrained Signal Design Optimization

The ultimate target of a joint design is to optimize some
KPI of interest for ISAC, usually contradictory. For instance,
for sensing we would like to optimize the ranging accuracy,
whereas for communications we would like to maximize the
data rate. Separate optimization processes would drive to large
Tc for sensing, but short Tc for communication. For this
reason, it is important to define valuable S&C performance
trade-offs for an optimal selection of θSD in terms of ISAC.
Based on the previous setting, we consider θin as deterministic
(given) known parameters and we use the signal design
constraints in θc to bound the domain of θSD.

To show the general framework used for the
ISAC signal design proposed in this paper, let hα
be the detection threshold that satisfies the PFA
constraint as hα = {h : PFA(h, Tc) = α}. Also, let
Tβ = {T : PD(hα, T ) ≥ β} and Mγ(T ) = 2Xγ(T ) with
Xγ(T ) = {x ∈ N : Pe(T, 2

x) ≤ γ} be the set of chirp periods
and constellation sizes that satisfy the sensitivity and BER
constraint, respectively. Then, the signal design parameters
will be selected so that Tc ∈ Tβ and M ∈ Mγ(Tc).

Furthermore the constellation size will be selected as the
maximum M ∈Mγ(Tc), which can be numerically solved:

M∗(Tc) = max
M∈Mγ(Tc)

{M ∈ N :M ≤ Nc} , (16)

With this set of θSD we can define a valuable perfor-
mance trade-off useful for the optimal design of the signal
design parameters. This trade-off is denoted by a function
{Tc,M} → f(Tc,M) and its constrained optimization as

Tc = arg min
T∈Tβ

{f (T,M∗(T ))} . (17)

with M∗(T ) as in (16).

B. Complexity minimization

We focus here on minimizing the receiver complexity as
considered in [8].

C(Tc) = 8 ·BTc (1 + log2(BTc)) . (18)

Then, the goal is to find the shortest chirp period possible
that satisfies Tc ∈ Tβ . Note the data demodulation complexity
considered in this paper does not depend on M . This is why
the complexity is independent of M , which is selected as in
(16) when Tc is fixed after the minimization of C(Tc). The
optimization problem in this case becomes

Tcs = arg min
Tc∈Tβ

{C(Tc)} = arg min
Tc∈Tβ

{Tc : BTc ∈ N} . (19)

In other words, Tcs is given by the minimum chirp period
that satisfies the sensitivity requirements and it produces an
integer number of samples Nc = BTc. To find Tcs, let

η (Tc) =
[
Q−1

(
1− (1− α)1/Nc

)
−Q−1 (β)

]2
, (20)

with CIN0 in (10). Then, Tcs can be numerically solved as

Tcs =
η (Tcs)

2CIN0(Tcs)
. (21)

C. ISAC performance maximization

The previous optimization does not consider KPIs as rang-
ing accuracy and data rate, they are fixed by the mini-
mum chirp period. Nevertheless, better performances can be
achieved by leveraging on larger Tc values at the expense of
increasing the complexity. Note, that larger Tc values than the
minimum one will also satisfy the design constraints. Different
approaches can be considered to obtain this larger Tc based on
different ISAC performance trade-offs [1]. We consider here a
joint design to provide an optimized ISAC waveform by using
a weighting factor ρ ∈ [0, 1] to balance the weight assigned
to S&C functionalities in the signal design.

In other words, ρ and 1 − ρ denote the priority/preference
for the S&C performance in the ISAC system, respectively. In
particular, the following trade-off is considered:

f(Tc,M
∗) = ρ · CRBd(Tc) + (1− ρ) 2a

Rb (Tc,M∗)
, (22)

with a = 10−3, CRBd in meters, Rb computed as in (15)
and M∗ = M∗(Tc) given by (16). The value of a is fixed to
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Fig. 1. Chirp period for the optimized ISAC design as a function of CN0
for ρ = 0.5. The results for the minimum chirp period and the maximum
considered bound are also shown as a reference.

keep S&C performances with the same order of magnitude.
Otherwise, the convergence of the optimization process to a
global minimum is compromised. We have also considered a
time-multiplexing scheme for the S&C components, therefore
the factor two in the data rate. Then, the optimized chirp period
can be numerically solved as

T ∗c = arg min
T∈Tβ

f(T,M∗(T )). (23)

V. NUMERICAL RESULTS

In this section, we show the numerical results for the design
processes and performance analysis previously studied. To do
so, we will first obtain the optimized chirp period given by
(21) and (23) and their corresponding constellation size given
by (16). Second, we will compute the corresponding sensing
and communication performance metrics given by the CRB
and data rate computed as in (13) and (15), respectively. For
the computation of the optimized chirp periods, we rely on the
fminbnd MATLAB function using a maximum chirp period of
Tmax = 50. To obtain the constellation size we also rely on
the fminbnd and we use the berawgn MATLAB function to
compute the BER of an FSK modulation.

For the computation of the results, we need the value
of CIN0 for different Tc values. We numerically compute
the CIN0 by generating the corresponding interference signal
samples as described in Section II-D. We consider Nvis = 25
visible satellites among the total Nsat = 100 satellites in the
constellation. The interference results for 103 different sets of
visible satellites are averaged to produce the MSI in (9), which
is fed in (10) to produce the CIN0 values. The different slopes
µi are generated as the multi-dual slope (MDS) scheme in [8].
We provide numerical results for different θin

.
= [B,CN0]>

relevant for localization with LEO. Finally, for the constrained
optimization we consider θc

.
= [α, β, γ] = [10−5, 0.95, 10−3].

With this framework, we first show in Fig. 1 the opti-
mized chirp period for different CN0 values, ρ = 0.5 and
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Fig. 2. Chirp period for the optimized ISAC design as a function of ρ for
CN0= 45 dB-Hz. The results for the minimum chirp period and the maximum
considered bound are also shown as a reference.

B = {1, 5, 20} MHz. We also include the upper bound given
by Tmax, and Tcs is used here as a lower bound. The results
show how the ISAC optimized chirp period decreases when
either the CN0 or the bandwidth increases. An interesting
result of Fig. 1 is the behavior of the optimized chirp period
for different bandwidth values. For high bandwidth values, we
have T ∗c = Tcs until some CN0 value for which T ∗c > Tcs.
For example, in Fig. 1 and B = 20 MHz we get T ∗c = Tcs
for CN0≤ 39 dB-Hz. This contrasts with small bandwidth
values, which produces T ∗c = Tmax for small CN0 values
and Tcs < T ∗c < Tmax otherwise. For instance, in Fig. 1 and
B = 1 MHz gives T ∗c = Tmax for CN0≤ 39 dB-Hz.

The reason for this result is that for a high-bandwidth regime
and low CN0, the optimal approach is to be favorable in
terms of data rate by fixing T ∗c = Tcs and using the available
bandwidth to increase M . In this case, the quality of the
channel is too bad to get a good CRLB. On the other hand,
when the quality of the channel improves (i.e., high CN0) and
it allows for improved accuracy, the optimal approach is to be
favorable in terms of CRB by increasing Tc. This increase in
Tc can be compensated in this case by increasing M thanks to
the improvements in CN0 in the high-CN0 regime. This last
behavior also applies to the case of a low-bandwidth regime,
independently of the CN0 value.

A similar behavior is experienced in Fig. 2, which shows
similar results but when CN0 = 45 dB-Hz and different values
of ρ ∈ [0, 1] are used. For the same reasons as before, for high
bandwidth values T ∗c = Tcs for small ρ values to be favorable
for data rate and T ∗c → Tcs as ρ increases (this being beneficial
for CRLB). The shorter bandwidth value the smaller ρ value is
needed for the convergence. Furthermore, from Fig. 2 we see
that the optimal design can be tuned with the selection of ρ:
with ρ = 0 we obtain a short chirp period given by Tcs to be
favorable in terms of (communication) data rate, whereas with
ρ = 1 we get a large chirp period to be favorable in terms of
(sensing) CRLB. Intermediate ρ values provide intermediate
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chirp periods and trade-offs between S&C KPIs.
Finally, the previous conclusions are translated into the

corresponding KPIs as shown in Fig. 3: the best data rate
(i.e., > 6 kbps depending on bandwidth) is obtained with
ρ = 0 but giving the worst ranging accuracy (i.e., 16 m for
B = 1 MHz). The best-ranging accuracy is obtained for ρ = 1
with values < 4 m for all considered bandwidths and tens of
centimeters for B ≥ 5 MHz. In this case, though, we get the
worst simulated data rate around 0.5 kbps. From these results,
it is interesting to see that even the extreme cases of ρ = 0
and ρ = 1 produce good performance results in terms of CRB
and data rate, respectively. As an example, the current GPS
L1 C/A signal provides a ranging accuracy of tens of meters
but with a data rate of 50 bps [2].

VI. CONCLUSIONS

This paper has proposed a joint design for ISAC with a
CSS signal useful for LEO localization. The proposed signal
design targets the optimization of useful ISAC performance
trade-offs. This optimization provides useful signal design
parameters {Tc,M} for given input parameters {B,CN0}
and constraints in terms of sensitivity and BER. Moreover,

this optimal design includes in its signal model the effects
of interference between satellites. So, the design parameters
as other waveform parameters such as the chirp slope are
optimally fixed to reduce interference and improve the ISAC
performance. Two optimization options have been considered:
the complexity and the trade-off between CRB and data
rate. However, we have provided a general framework to
be used for any optimization target. Based on the provided
results we prove the capability of the proposed design to
tune the S&C performance with the weighting factor ρ. An
interesting conclusion from the results is that complexity
can be optimized together with the performance trade-off
only for wide-band signals and low signal conditions or for
communication-oriented systems (i.e., ρ = 0). Otherwise, the
complexity must be increased to optimize the performance
trade-off. Future work can follow from the general framework
provided in this paper. For instance, spectral efficiency or other
performance metrics might be included into the optimization
process. Different useful S&C trade-offs could be also consid-
ered. Finally, more accurate signal models can be considered
to include into the optimization process the effects of HW
limitations/impairments, environmental impact, etc. So, the
proposed general optimization framework in this paper opens
an interesting research line on CSS-ISAC signal design.
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