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Abstract—Positioning methods relying on cellular signals are
subject to severe degradation errors due to the inherent harsh
working conditions of urban scenarios. In contrast, emerging
applications are gradually requesting a more accurate and
reliable positioning solution, thus requiring the implementation
of alternative measures to minimize such degradation. This paper
describes a method for detecting faulty measurements from base
station (BS) affected by non-line-of-sight (NLOS) propagation.
The method monitors the residuals resulting from the least-
squares positioning solution, inspired by the approach imple-
mented by Receiver Autonomous Integrity Monitoring (RAIM)
techniques in Global Navigation Satellite Systems (GNSS) re-
ceivers. The method has been tested through simulations based
on a deep urban deployment map, which comes with an ex-
perimental data file of user’s position. Positioning Reference
Signal (PRS) of 5G New Radio (NR) operating in the centimeter-
wave (cmWave) band is used. Results confirm the utility of
implementing NLOS monitoring method to achieve a better
performance assessment under realistic assumptions while using
5G positioning signals.

Index Terms—Positioning, 5G cellular networks, New Radio
(NR), NLOS, integrity, test statistic, cmWave.

I. INTRODUCTION

The use of cellular networks for positioning purposes has
received an increasing interest in recent years [1]. Initially,
it was primarily motivated by the need to fulfill legal man-
dates on the user’s localization accuracy, such as the Federal
Communications Commission (FCC) E911 mandate and the
European E112 recommendation. At that time, though, the
achievable positioning performance was severely limited by
network and signal design considerations, which primarily
focused on voice and data communications. The trend started
to change with the advent of 4G Long Term Evolution (LTE)
cellular networks, where specific signals were introduced for
the first time for positioning purposes, i.e., the so-called
Positioning Reference Signals (PRS). Positioning is now ex-
pected to play a prominent role promoted by the emerging 5G
cellular networks. Such networks will significantly increase
the positioning performance through the provision of cm-
accurate measurements based on millimeter-wave (mmWave)
signals [2], [3].

Determining the positioning performance that can be
achieved with 5G New Radio (NR) signals is of great interest
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to both carrier operators and network users because it enables
to assess the feasibility of location-based services (LBS) and
applications relying on positioning information. Unfortunately,
positioning accuracy is hindered by many propagation effects
such as multipath and non-line-of-sight (NLOS), which may
appear due to surrounding obstacles, particularly in urban
environments. These circumstances could cause poor accuracy
and reliability of the computed position, and they should be
therefore monitored in order to preserve the overall position-
ing performance. Contributions on positioning with cellular
signals tend to ignore the presence of such propagation obsta-
cles and consider instead the so-called achievable positioning
performance [4]. Some other contributions incorporate the
presence of multipath and NLOS, but no mechanisms are
implemented to distinguish between LOS/NLOS situations [5].

The main objective of this work is to implement a NLOS
detection mechanism for positioning with cellular signals
based on a similar principle to that of Receiver Autonomous
Integrity Monitoring (RAIM), a technique widely adopted in
the context of Global Navigation Satellite Systems (GNSS)
receivers [6]. By doing so, we are able to preserve the integrity
of the position solution by detecting and removing abnormal
measurements. As a by-product, we can also provide a better
assessment of the actual cellular positioning performance
rather than assuming ideal propagation conditions or mixing
both LOS and NLOS observations as customary in many
existing contributions. Furthermore, we study the limitations
of the residuals-based RAIM-like implementation in cmWave
5G positioning.

The fundamental concept behind the proposed technique is
to check the redundancy of range measurements obtained from
all available base stations (BSs), in order to detect one faulty
transmitter at a time [7]. To do so, the technique includes both
a fault detection (FD) [8] and a fault-detection-and-exclusion
(FDE) functionality. When there are more BS than the number
of unknowns, the position solution is computed using the
ranges from the minimal number of BS needed, while the
ranges from the remaining BS are checked to be consistent
with the computed position. If the range from a BS differs
significantly from the expected value, a faulty bias is incurred
by it. Then, when there is a sufficient number of BSs, the
algorithm can detect which BS is causing such degradation
and thus it can be removed. Each positioning solution should



set a 2-D or 3-D range “tolerance limit”, below which a faulty
bias in the measurements is not checked.

The paper is organized as follows. Sect. II introduces the
signal model, its properties as well as the position computa-
tion process. Sect. III presents the main integrity monitoring
approaches [15] and analyses the limitations of the proposed
method. Sect. IV describes in details the scenario used in
this work and analyses the results. Finally, Sect. V draws the
conclusions.

II. SIGNAL MODEL

A. Observables calculation

Observed Time Difference of Arrival (OTDoA) is adopted
in 5G for the down-link synchronization of PRS signals [9],
similar to what was already done in previous releases for
4G/LTE down-link positioning. To calculate a user’s position,
the distance between the user’s receiver and multiple BSs
with known locations must be measured. While the position
computation is done by the network, the User Equipment
(UE) is in charge of measuring the time delays on the syn-
chronization signals it receives from neighboring BSs, which
actually provide the euclidean distance between UE and BS.
In practice, however, these measurements are affected by an
unknown clock offset and noise thus leading to a so-called
pseudo-distance or pseudo-range.

Let us denote by δt5G the clock offset of UE with respect
to reference 5G time, the j-th BS synchronization error by
esync,j and the Time Delay Estimation (TDE) error in meters
by eTDE,j . Then let u

.
= [xu, yu, zu]T be the unknown

UE position and bj
.
= [xb,j , yb,j , zb,j ]

T the known j-th BS
position among N available BSs, which are closer in distance
with UE, relative to a reference coordinate. The ranging
errors, which are added to the euclidean BS-UE distance, are
calculated here by taking into account the LOS conditions, the
Signal-to-noise ratio (SNR) levels and a random probability
variable drawn from a uniform distribution between 0 and
1 following the physical-layer abstraction of 5G observables
proposed in [10]. As a result, the pseudo-range from the UE
to the j-th BS is expressed with the formula ρj

.
=‖ bj − u ‖

+cδt5G + esync,j + eTDE,j .
Calculating the differences of Time of Arrival (ToA) observ-

ables eliminates δt5G and yields the OTDoA measurement in
the time domain. In this work, it is also assumed a perfectly
synchronized network among BSs, so esync,j is not considered.
Thus, the jth OTDoA observable is calculated as the time
difference of pseudo-ranges from the serving and neighbour
BSs. We consider the first BS (the most powerful, with the
highest SNR), as the reference so that ρOTDoA,j=̇ρ1 − ρj+1

for j = 1, . . . , N −1 where ρ1 is the pseudo-range observable
from the serving BS and ρj+1 the pseudo-range observable
from the (j + 1)-th neighbour BS with N the total number
of BSs used for positioning. Hence, the SNR levels are
considered for sorting the ascending list of BSs.

B. Position computation

It is worth noting that ρj is a non-linear function of the
user’s position. However, it can be linearised using its Taylor
series around a tentative user’s position û

.
= [x̂u, ŷu, ẑu]T .

Using the tentative position, we calculate the approximate
pseudo-range: ρ̂j

.
=‖ b1 − û ‖ − ‖ bj+1 − û ‖, for

1 ≤ j < N−1. Having N ≥ 4 BSs in order to provide a single
solution, the solution of the unknown 3D receiver position u is
solved based on the conventional least squares (LS) solution of
the OTDoA positioning problem by using the well-known iter-
ative Gauss-Newton (GN) method. The GN solution at the l-th
iteration is ûl = ûl−1 + (HTH)−1HT (ρ̂(ûl−1) − ρOTDoA),
where ρ̂(ûl−1)=̇[ρ̂1(ûl−1), . . . , ρ̂N−1(ûl−1)]T is the vector
of measured pseudo-ranges corresponding to the linearization
reference position, ρOTDoA = [ρOTDoA,1, . . . , ρOTDoA,N−1]T

is the vector of predicted pseudo-ranges corresponding to the
real receiver position and H is the geometry matrix defined as
[H]j,1:3=̇

[
b1−û
‖b1−û‖ −

bj+1−û
‖bj+1−û‖

]
. We ensure full rank of H,

which guarantees the invertibility of HTH.
The GN method often converges quickly, especially when

the iteration begins with a reference position close enough to
the true position. However, if the iteration begins far from the
target position, convergence may be slow or not achieved at
all. To avoid this problem, a tolerance level is set to ensure
that the range residual parameters (i.e. the difference between
the predicted range and pseudo-range measurements) do not
exceed the level set by the user. The tolerance level has been
set based on Monte Carlo simulation results.

III. NLOS BS EXCLUSION MECHANISM

The process for monitoring the measurements and eventu-
ally excluding faulty BS is done following the flow diagram
depicted in Fig. 1.

Fig. 1. NLOS BS exclusion mechanism.

The proposed method processes the incoming measurements
and solves the UE position. Before the NLOS exclusion starts,
it is assumed that the UE position was already estimated by
the LS as stated in Sect. II-B, so that a reasonable starting
position could be used to ensure the convergence of the GN
method. The following steps are then implemented:
1) Calculate the pseudo-range residuals using all BSs in the

scenario. Large residuals indicate that a measurement error
(bias) might be present. Generally, to perform a fault
detection there must be at least one redundant observation
available. Since we are working with OTDoA, a minimum



of four BSs are needed to compute a 3D position, five BSs
to detect a failure and six BS to detect and exclude the
faulty BS.

2) If a failure is detected, we create subsets of BSs by setting
one BS as serving for the OTDoA measurements and
removing one BS from the rest of BSs at a time, so there
will be (N−1) subsets, each having (N−1) BSs. The user’s
position obtained from any of these subsets might indicate
the presence of an inconsistent measurement if it exhibits
an offset larger than the range set in the “tolerance limit”.
The detection of the failure is achieved by performing a
consistency check through a test statistic parameter.

3) The test statistic is related to pseudo-range observations
and compared to a threshold in order to detect a faulty BS.
We set the probability of missed detection for the level
of acceptance of the parameter of control by determining
the minimum detectable bias. Note that it is not always
possible to identify a faulty BS.

A. Computation of test statistic

The network provides a LS estimate of the position based
on OTDoA measurements. This is done using the linearised
measurement equation: ∆ρ = Hu, where ∆ρ is the range
residual vector containing the difference of measured and
predicted pseudo-range (the latter coming from the previous
estimate of user’s position in Sect. II-B), H is the geometry
matrix as stated in Sect. II-B, and u

.
= [xu, yu, zu]T is the

vector containing the coordinates of the user’s position.
Therefore, the LS estimate of u is û = (HTH)−1HT∆ρ.

The geometry matrix is decomposed into the signal matrix
(US) and noise matrix (UN ) through QR factorization [11].
The dimension of the noise subspace is (N−4). In the absence
of any fault, the noise subspace should only contain the noisy
contribution of the LS residuals and thus it could be modeled
as a subspace of zero-mean Gaussian random vectors [12].
However, when a bias is present, the noise subspace will be
distorted by the faulty bias and the noise-only condition will
be not cut-clear. The QR factorization is preferable instead of
performing conventional orthogonal matrix projection because
it requires less computations and allows to easily distinguish
the noise from the signal by visualizing the presence of any
degradation. These constitutes the building blocks for the
detection method to be described in III-B.

The LS residuals on which the detection is implemented
are obtained as follows: v = ∆ρ −H x̂ = UT

N ∆ρ, where
UT
N is a (N − 4)× (N − 1) matrix whose rows are mutually

orthogonal. In order to detect a faulty BS, the test statistic
of each subset is formed from the Sum of Squared Residuals
(SSR), SSRi

.
= vTi Mivi, where Mi is the matrix of eigen-

vectors of noise that does the normalization of range residuals
through the whitening process. The test statistic should follow
a normalized χ2 distribution with N − 4 degrees of freedom
(DOF). If any measurement error is biased, the distribution
will then be non-central χ2 with the same degree of freedom.

The i-th test statistic for i = 1, 2, ....., N − 1 subsets
formulated from the SSR is given by Ti

.
=

√
SSRi/(N − 4)

and its value depends on both the pseudo-range measurements
and the geometry of the user and base station. The decision
variable Ti is tested against a threshold γ (see next sub-
session). Thus, the detection is based on a hypothesis testing
where a measurement is considered faulty when Ti > γ.

B. The selection of threshold parameter

The selection of the threshold is done analytically based
on the requirements for false alarm [11]. For a cumulative
distribution function (CDF) of test statistic values, the quantile
α defines the probability of detecting bias-free BSs subsets.
Denoting the threshold γ as that providing a specific proba-
bility of false alarm (Pfa), the following relationship holds:
Pfa(γ) = 1− α(γ) = 1−

∫ γ
0
fχ2(T )dT . The sum of squared

residuals Ti follows a centralized χ2 distribution with N − 4
DOF. This means that, for instance in case of having seven
BSs, four BSs are needed to determine position u and the
rest contribute to the error. The pseudo-range measurements
should be uncorrelated and have a unit variance to follow a
desirable normalized χ2 distribution.

IV. SIMULATION RESULTS AND EVALUATION

A. Scenario definition

In this work, a predefined urban macro-cell (UMa) network
scenario based on a deep urban deployment map is considered
with seven BSs surrounded by high buildings and UE located
outdoors at street level. NLOS propagation is common in
urban environments, as considered in [10], [14]. Simulations
are done for the use case of high-accuracy autonomous cars.
The coordinates used are in ENU (East, North, Up) relative to
a near reference location.

As explained in Sect. III, the minimum number of BSs
to perform detection and exclusion of the faulty BS is six,
the reason being that we are using OTDoA, which gives one
measurement less than the conventional ToA usually used in
RAIM. The FDE is performed at any subset of (N − 1) BSs.
The subsets are created by keeping the first BS as reference for
OTDoA measurements and by removing one BS at a time from
the rest of serving BSs. Since the accuracy of the estimated
position depends upon the BS and UE geometry [13], we
ensure that the geometry of our scenario has a horizontal
dilution of precision (HDOP) smaller than 2. As we are dealing
with a terrestrial deployment with BSs at similar heights,
vertical accuracy tend to be rather poor, however we are only
interested in the horizontal positioning.

The simulation is done based on the UMa channel model
defined in [14]. The distance between BS and UE is used
to determine the propagation conditions based on distance-
dependent LOS probability and path loss models tabulated
in [14]. These conditions are compared in terms of LOS/NLOS
conditions and SNR levels (limited between −30dB and
30dB) for an UMa environment. The ranging observables are
calculated for specific propagation conditions, channel model,
system bandwidth (BW), SNR levels and time-delay estimator.

A 5G PRS signal with a BW of 20 MHz and 100 MHz at
a carrier frequency of 2 GHz, within the cmWave Frequency



Range 1 (FR1) of 5G NR has been considered. For simplicity,
the network is supposed to be perfectly synchronized among
BSs. The Time Delay Estimator (TDE) error is obtained as the
time-delay measurement of the first correlation peak above
a threshold through the threshold-based estimator presented
in [10].

B. Implementation and performance results

The UE is initially in “cold start” and has no previous
information about its position. Firstly, the position is estimated
assuming ideal conditions (no multi-path and LOS scenario)
and trilaterating the distances between all BS. Then the LS
positioning method is run with 300 Monte Carlo iterations for
each UE position.

To check the capability of the method to identify the
anomalous measurements, a bias ranging from 5 to 100 meters
is added to the ranging error of the second BS of our scenario
in the Monte Carlo simulations. The probability of false alarm
is set to Pfa = 0.2, resulting in a threshold of γ = 1 m
calculated as explained in Sect. III-B. The presence of a fault
measurement (faulty bias) is distinguished between bias-free
measurements through the test statistic, a parameter that gives
information about pseudo-range measurement errors. After the
ith test statistic Ti is computed for each subset of BSs, it
is compared against the given threshold. If the test statistic
exceeds the given threshold value, a bias might be present. In
the subset where the tests statistic are smaller than the given
threshold, the missing BS is assumed to be faulty and hence
excluded. Thus, the estimate of the user’s position is performed
without this BS. In the figures presented herein, the CDFs of
Ti of each subset are given, where the part of the curve with
the colored area underneath gives the Ti that are smaller than
the given threshold.

1) Results when BW=20 MHz: Fig. 2 and Fig. 3 present
the CDFs of each Ti, where a bias of 5 m and 30 m
respectively is added to the measurements. We have shown
these two cases because the first one represents the lower
limit of the bias considered in this work, and the second
one represents a bias for which a significant improvement
of the positioning accuracy starts to be noticed. According
to the results, with a 30 m bias, the subset with the second
BS missing shows that 81% of the test statistic calculated for
each Monte Carlo iteration is smaller than the given threshold.
This is a significantly high percentage compared to the other
subsets, where the test statistic exceeds the given threshold.
The achieved results allow us to deduce that the second BS
is the faulty one. However, since the differential pseudo-range
measurements are slowly varying, is not always easy to apply
a fixed threshold to the test statistic. This is noticed with
small biases, when the resulting error is more difficult to be
detected. For instance, in the case of 5 m bias depicted in
Fig. 3 the presence of the bias becomes less easy to be detected
than before. In each subset there is a percentage where the
calculated test statistic is smaller than the given threshold.
Also, the use of a small bandwidth affects the accuracy of
OTDoA measurements and the ability of LS algorithm itself

RAIM performance: BW-20 MHz & 30 m bias
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Fig. 2. CDF of the NLOS test T for BW=20 MHz with an 30 m bias.

RAIM performance: BW-20 MHz & 5 m bias
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Fig. 3. CDF of the NLOS test T for BW=20 MHz with an 5 m bias.

to dissolve or minimize the error, and therefore can affect the
performance of RAIM.

2) Results when BW=100 MHz: Results in Fig. 4 show that
the second BS is the faulty one, because removing it makes
that 80% of the calculated tests statistic are smaller than the
given threshold, while its presence makes that all tests statistic
exceed the given threshold. Despite having similar results with
the previous scenario, the use of a bigger bandwidth makes
the detection of bias easier for the case in Fig. 5 and therefore
the monitoring integrity method is more reliable.

Apart from observing the statistical performance of the
proposed NLOS test, it is important to assess the actual gain
we obtain in terms of the UE positioning performance. Fig. 6
and Fig. 7 present the UE horizontal position errors for the
cases when the NLOS detection method is used and when it
is not. In conditions of perfect network synchronization, with
the use of wide bandwidth, we expect optimistic results that
meet the performance target, where the OTDoA horizontal
positioning error is smaller than 10 m for 80% of UEs in
outdoor deployments scenarios. However, a significant degra-
dation of the OTDoA accuracy is noticed when the NLOS
exclusion method is not used, even for the case of maximum
bandwidth. In both figures (Fig. 6 and Fig. 7), it can be seen
that the probability of having a position error smaller than 10
m is significantly higher when the method is used. On the



RAIM performance: BW-100 MHz & 30 m bias
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Fig. 4. CDF of the NLOS test T of BW=100 MHz with an 30 m bias.

RAIM performance: BW-100 MHz & 5 m bias
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Fig. 5. CDF of the NLOS test T for BW=100 MHz with an 5 m bias.

other hand, for the case of small bias, is not always possible
to detect the faulty BS. We believe this happens because it
is more difficult to discern the wrong measurement when the
error is more precise.

General observations on the simulation results have shown
that the proposed method is able to detect a bias as low as 2
m and hence exclude the faulty BS. Moreover, the maximum
horizontal position error is reduced by 55.6% on average.

V. CONCLUSIONS

This paper has shown the advantages provided by the exclu-
sion of BS affected by NLOS, which is a frequent situation
in 5G positioning when operated in urban environments. A
RAIM-like algorithm has been proposed based on the analysis
of the LS residuals when obtaining the positioning solution.
Results from simulations of an urban channel model with
seven visible BSs confirm the usefulness of the proposed ap-
proach and thus the benefits of incorporating such mechanisms
in the assessment of the realistic 5G positioning performance.
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